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SELETUSKIRI

1. ETTEPANEKU TAUST
o Ettepaneku pdhjused ja eesmargid

Kéesolev seletuskiri on lisatud ettepanekule votta vastu direktiiv lepinguvélise tsiviilvastutuse
normide tehisintellektile kohandamise kohta. 2020. aastal korraldatud representatiivses
uuringus?® nimetati vastutust Gihena kolmest peamisest tokkest, mis parsivad tehisintellekti
kasutamist Euroopa ettevotjate seas. Seda nimetati kdige olulisema vélise takistusena (43 %)
ettevotjatele, kes kavatsevad rakendada tehisintellekti, kuid ei ole seda veel teinud.

Komisjoni president Ursula von der Leyen nagi oma poliitilistes suunistes ette kooskdlastatud
Euroopa kasituse tehisintellektist>. Komisjon kohustus oma 19. veebruari 2020. aasta valges
raamatus ® soodustama tehisintellekti kasutuselevéttu ning vahendama selle teatavate
kasutusviisidega seotud riske, tOstes taset ja suurendades usaldusvaarsust. Valge raamatu
juurde kuuluvas tehisintellektiga seotud vastutust kasitlevas aruandes* on komisjon kindlaks
teinud konkreetsed probleemid, mida tehisintellekt pohjustab kehtivate vastutust ké&sitlevatele
oigusnormide kohaldamisel. Ndukogu kiitis oma 9. juuni 2020. aasta jareldustes Euroopa
digituleviku kujundamise kohta heaks konsulteerimise valges raamatus sisalduvate
tehisintellekti kasitlevate poliitikaettepanekute Ule ning kutsus komisjoni Ules esitama
konkreetsed ettepanekud. Euroopa Parlament véttis 20. oktoobril 2020 ELi toimimise lepingu
artikli 225 alusel vastu omaalgatusliku seadusandliku resolutsiooni, kus ta palub komisjonil
vOtta vastavalt ELi toimimise lepingu artiklile 114 vastu ettepanek tehisintellekti
tsiviilvastutuse korra kohta®.

Kehtivad siseriiklikud vastutust kasitlevad digusnormid — eeskétt need, mis pdhinevad suil —
ei sobi selliste vastutusest tulenevate nbuete késitlemiseks, mis on seotud TI-p6histe toodete
ja teenuste pohjustatud kahjuga. Nende digusnormide alusel peab kannatanu tdendama kahju
pohjustanud isiku 0digusvastast tegevust vOi tegevusetust. Tehisintellekti eriomaduste,
sealhulgas keerukuse, autonoomsuse ja labipaistmatuse (nn musta kasti efekt) tottu voib
kannatanul olla keeruline voi Uleliigselt kulukas teha kindlaks vastutav isik ja tdendada, et
tingimused vastutusest tuleneva ndude rahuldamiseks on tdidetud. Ennekdike hivitise
taotlemisel voivad kannatanul tekkida kohe védga suured kulud ja kohtumenetlus v6ib olla
mérksa pikem vorreldes juhtumitega, mis ei ole seotud tehisintellektiga. SeetGttu voib

,European enterprise survey on the use of technologies based on artificial intelligence, Final report,
Ipsos 2020, 1k 58
(https://op.europa.eu/en/publication-detail/-/publication/f089bbae-f0b0-11ea-991b-01aa75ed71al).

2 https://ec.europa.eu/commission/sites/beta-political/files/political-guidelines-next-commission_en.pdf.

3 Valge raamat ,Tehisintellekt: Euroopa késitus tipptasemel ja usaldusvidérsest tehnoloogiast®,
19. veebruar 2020, COM(2020) 65 final.

4 Komisjoni aruanne Euroopa Parlamendile, ndukogule ning Majandus- ja Sotsiaalkomiteele ,,Aruanne

selle kohta, milline on tehisintellekti, asjade interneti ja robootika mdju ohutusele ja vastutusele®,
19. veebruar 2020, COM(2020) 64 final.

5 Euroopa Parlamendi 20. oktoobri 2020. aasta resolutsioon soovitustega komisjonile tehisintellekti
tsiviilvastutuse korra kohta (2020/2014(INL)).


https://op.europa.eu/en/publication-detail/-/publication/f089bbae-f0b0-11ea-991b-01aa75ed71a1
https://ec.europa.eu/commission/sites/beta-political/files/political-guidelines-next-commission_en.pdf
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kannatanu loobuda hivitise taotlemisest. Neid muresid on véaljendanud ka Euroopa Parlament
oma 3. mai 2022. aasta resolutsioonis tehisintellekti kohta digiajastul®.

Kui kannatanu esitab ndude, voib liikmesriigi kohus, vottes arvesse tehisintellekti eriomadusi,
kehtivate dGigusnormide kohaldamise viisi vastavalt vajadusele kohandada, et saavutada
kannatanu jaoks diglane tulemus. See tekitab Oiguskindlusetust. Ettevdtjatel on keeruline
prognoosida, kuidas kehtivaid vastutust k&sitlevaid digusnorme kohaldatakse, ning seega oma
vastutust hinnata ja kindlustada. VVeelgi raskem on neil ettevdtjatel, kes kauplevad piiritileselt,
kuna ebakindlus hélmab erinevaid jurisdiktsioone. See mdjutab eeskétt vaikeseid ja keskmise
suurusega ettevotjaid (VKEd), kellel ei ole vdimalik kasutada ettevottesisest digusalast
oskusteavet ega kapitalireserve.

Tehisintellekti kasitlevatest riiklikest strateegiatest on naha, et mitu liikmesriiki kaaluvad v0i
isegi kavandavad seadusandlikke meetmeid tehisintellektiga seotud tsiviilvastutuse kohta.
Seeparast on oodata, et kui EL ei tegutse, kohandavad liikmesriigid oma siseriiklikke
vastutust kasitlevaid digusnorme, votmaks arvesse tehisintellektiga seotud probleeme. See
toob kaasa téiendava killustumise ja suuremad kulud ettevdtjatele kbikjal ELis.

Avalik konsultatsioon, millele on tuginetud kéesoleva ettepaneku madjuhinnangus, Kinnitas
eespool selgitatud probleeme. Avalikkus leiab, et nn musta kasti efekti tottu voib kannatanul
olla keeruline téendada stiud ja pdhjuslikku seost ning et vdib esineda ebakindlust ses suhtes,
kuidas kohtud tblgendavad ja kohaldavad tehisintellektiga seotud juhtumite puhul kehtivaid
siseriiklikke vastutust kasitlevaid digusnorme. Lisaks néitas konsultatsioon avalikkuse muret
selle pérast, kuidas vastutust ké&sitlevate digusnormide kohandamiseks voetavad liikmesriikide
seadusandlikud meetmed ja neist tulenev Killustatus méjutavad ettevotjate, eelkdige VKEde
kulusid, takistades tehisintellekti liidutlest kasutuselevdttu.

Seega on kéesoleva ettepaneku eesmérk edendada usaldusvaérse tehisintellekti
kasutuselevottu, et kasutada tehisintellekti igakllgselt &ra siseturu hivanguks. Selleks
tagatakse ettepanekuga, et tehisintellekti péhjustatud kahju kandnud isikud saavad kaitse, mis
on samavaarne kaitsega, mis on tagatud isikutele, kes on kandnud kahju, mille on pdhjustanud
tooted Gldiselt. Samuti vahendatakse sellega Giguskindlusetust v@imaliku vastutuse osas
ettevotjate jaoks, kes arendavad vOi kasutavad tehisintellekti, ning hoitakse dra
tehisintellektiga seotud, Killustumist pbhjustavad kohandused siseriiklikesse tsiviilvastutuse
normidesse.

o Kooskodla poliitikavaldkonnas praegu kehtivate digusnormidega

Kéesolev ettepanek on o0sa meetmepaketist, millega toetatakse taseme tdstmise ja
usaldusvaarsuse suurendamise kaudu tehisintellekti kasutuselevottu Euroopas. Pakett hdlmab
kolme Uksteist tdiendavat td6suunda:

- seadusandlik ettepanek, millega nahakse ette tehisintellektistusteeme kasitlevad
horisontaalsed Gigusnormid (tehisintellekti kasitlev digusakt)’;

- valdkondlike ja horisontaalsete tooteohutusnormide l&bivaatamine;

6 Euroopa Parlamendi 3. mai 2022. aasta resolutsioon tehisintellekti kohta digiajastul (2020/2266(INI)).
7 Ettepanek: Euroopa Parlamendi ja ndukogu maéarus, millega nahakse ette tehisintellekti késitlevad
Uhtlustatud digusnormid (tehisintellekti késitlev digusakt), COM(2021) 206 final.
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- ELi 0&igusnormid tehisintellektisusteemidega seotud vastutuse kisimuste
kéasitlemiseks.

Komisjon on kavandanud tehisintellekti késitleva oigusakti vastuvdtmise ettepanekus
Oigusnormid, millega puitakse vdhendada riske ohutusele ja kaitsta pdhidigusi. Ohutus ja
vastutus on the miindi kaks kiilge: need on asjakohased eri hetkedel ja need tugevdavad
teineteist. Ehkki digusnormid, millega tagatakse ohutus ja kaitstakse pohidigusi, aitavad
vihendada riske, ei kaota need neid riske taielikult®. Kui risk realiseerub, vaib ikkagi tekkida
kahju. Sellistel juhtudel kohaldatakse ké&esolevas ettepanekus sétestatud vastutust késitlevaid
digusnorme.

Vastutust kasitlevate tbhusate Oigusnormidega antakse ka majanduslik stiimul jargida
ohutusnorme ning seet6ttu aitavad need dra hoida kahju tekkimise®. Peale selle aitab kéesolev
ettepanek tagada tehisintellekti kasitleva 6igusaktiga suure riskiga tehisintellektisiisteemidele
kehtestatud nduete téitmise, kuna nende nduete taitmatajatmine on oluline element, mis toob
kaasa tOendamiskoormise leevendamise. Kadesolev ettepanek on ka kooskdlas wldist
tooteohutust'? ja valdkondlikku tooteohutust kasitlevate digusnormidega, mis on kavandatud
kohaldamiseks TI-p&histe masinavaldkonna toodete!! ja raadioseadmete!? suhtes.

Komisjon rakendab oma tehisintellekti kasitlevas poliitikas vastutuse puhul terviklikku
l&henemisviisi, tehes ettepaneku kohandada tootevastutuse direktiivi kohast tootja vastutust
puudustega toodete eest ning ndhes kéesoleva ettepanekuga ette sihiparase Uhtlustamise. Need
kaks poliitikaalgatust on omavahel tihedalt seotud ja moodustavad paketi, kuna nende
kohaldamisalasse kuuluvad nduded puudutavad eri liiki vastutust. Tootevastutuse direktiiv
hdlmab tootja mittestilist vastutust puudustega toodete eest, mis toob kaasa teatavat liiki,
eeskatt 0ksikisikute kantud kahju huvitamise. Kaesolev ettepanek hdlmab siseriiklikke
vastutusest tulenevaid ndudeid, mis on peamiselt tingitud kellegi stiist ning mille eesmérk on
ukskdik millisele kannatanule pdhjustatud mis tahes liiki kahju hivitamine. Need algatused
taiendavad teineteist, et moodustada Uldine tdhus tsiviilvastutuse sisteem.

Uheskoos suurendavad need digusnormid tehisintellekti (ja muu digitehnoloogia)
usaldusvaarsust, tagades, et kannatanud saavad tdhusat huvitist, kui hoolimata tehisintellekti
kasitleva digusakti ennetusnduetest ja muudest ohutusnormidest peaks tekkima kahju.

o Kooskdla muude liidu tegevuspdhimdtetega

Ettepanek on kooskdlas liidu tldise digistrateegiaga, sest see aitab edendada inimeste heaks
toimivat tehnoloogiat, mis on iiks kolmest teatises ,,Euroopa digituleviku kujundamine*?
vélja toodud poliitikasuuna tugisambast ja pShieesmargist.

8 Tehisintellekti k&sitleva digusaktiga on sdnaselgelt keelatud vaid véike arv tehisintellekti kasutamise
juhtumeid.

o Komisjoni mdjuhinnang, mis on lisatud ettepanekule votta vastu tehisintellekti ké&sitlev digusakt,
SWD(2021) 84 final, 1k 88.

10 Ettepanek: Euroopa Parlamendi ja ndukogu madérus, milles Kasitletakse (Uldist tooteohutust,
COM(2021) 346 final.

1 Ettepanek: Euroopa Parlamendi ja nBukogu madrus masinavaldkonna toodete kohta,
COM(2021) 202 final.

12 Komisjoni delegeeritud méérus (EL) 2022/30, millega tdiendatakse Euroopa Parlamendi ja ndukogu

direktiivi 2014/53/EL seoses nimetatud direktiivi artikli 3 18ike 3 punktides d, e ja f osutatud oluliste
nduete kohaldamisega (ELT L 7, 12.1.2022, Ik 6).
13 Komisjoni teatis ,,Euroopa digituleviku kujundamine*, COM(2020) 67 final.
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Selles kontekstis on kaesoleva ettepaneku eesmark suurendada usaldust tehisintellekti vastu ja
kiirendada selle kasutuselevottu. Nii saavutatakse slinergia ja taiendatakse [kiberkerksuse
digusakti],** mille eesmark on samuti suurendada usaldust digielementidega toodete vastu,
milleks vahendatakse kliberndrkusi, ning paremini kaitsta neid kasutavaid ettevotjaid ja
tarbijaid.

Ettepanek ei mdjuta digusnorme, mis on sétestatud [digiteenuste digusaktis], millega nahakse
ette terviklik ja téielikult Ghtlustatud hoolsuskohustuste raamistik algoritmiliste otsuste
tegemiseks digiplatvormidel, sealhulgas vahendusteenuste osutajate vastutusest vabastamist.

Peale selle edendatakse ettepanekuga tehisintellekti kasutuselevdttu ja see on seega seotud
ELi andmestrateegial® algatustega. Ettepanek tugevdab ka liidu rolli, et aidata kujundada
ulemaailmseid norme ja standardeid ning toetada usaldusvaarset tehisintellekti, mis on
kooskadlas liidu vaartuste ja huvidega.

Samuti on ettepanekul kaudne seos Euroopa rohelise kokkuleppega®®. Digitehnoloogia,
sealhulgas tehisintellekt, on oluline vahend selle kokkuleppe kestlikkuseesmarkide
saavutamisel mitmes sektoris (sh tervishoid, transport, keskkond ja p6llumajandus).

o Peamine majanduslik, sotsiaalne ja keskkonnaalane méju

Direktiiv  aitab  kaasa tehisintellekti  kasutuselevdtule.  Tehisintellektitehnoloogia
kasutuselevotu ja arendamise tingimusi siseturul saab mérkimisvéérselt parandada, kui dra
hoida killustumine ja suurendada Oiguskindlust, rakendades (htlustatud ELi tasandi
meetmeid, selle asemel et teha kohandusi vastutust kasitlevatesse digusnormidesse riigi
tasandil. Kéesoleva ettepaneku mdjuhinnangu aluseks olevas majandusuuringus®’ on esitatud
konservatiivne hinnang, et tehisintellektialase tsiviilvastutusega seotud sihipéraste
uhtlustamismeetmete positiivne mdju asjaomase piiritilese kaubanduse vééartusele oleks 5-
7% vorreldes lahtestsenaariumiga. See lisavéartus tekiks eelkbige ténu véiksemale
killustatusele ja suuremale Giguskindlusele sidusriihmade vastutuse osas. Sellega véheneksid
sidusrihmade kulud, mis on seotud digusteabe / juriidilise esindamise, sisemise riskijuhtimise
ja noduete jargimisega, muutuks lihtsamaks finantsplaneerimine ja riskide hindamine
kindlustamise otstarbel ning tekkiks ettevotjatel, eelkdige VKEdel, vdimalus uurida uusi
piiriileseid turge. Vottes arvesse ké&esolevas direktiivis kasitletavatest vastutusega seotud
probleemidest mojutatud ELi tehisintellektituru koguvaartust, suureneb viimati nimetatu
tulemusel turu vaartus hinnangute kohaselt 500 miljoni kuni 1,1 miljardi euro vorra.

Sotsiaalse moju vaatenurgast suurendab direktiiv uhiskonna usaldust
tehisintellektitehnoloogia vastu ja juurdepaasu tulemuslikule kohtustisteemile. See aitab
tagada tehisintellekti eripara jargi kohandatud t6husa tsiviilvastutuse korra, kus p&hjendatud
kahjundudeid saadab edu. Uhiskonna usalduse suurenemine tuleb kasuks ka kdigile
ettevotjatele tehisintellekti vaartusahelas, sest kodanike kindlustunde tugevnemine aitab kaasa
tehisintellekti  kiiremale kasutuselevotule. Tanu vastutust kasitlevate 6&igusnormide
motiveerivale mojule tuleb vastutuses linkade ennetamine kaudselt kasuks ka kdigile

14 Ettepanek: Euroopa Parlamendi ja nGukogu méaarus digielementidega toodete horisontaalsete
kiberturvalisuse nduete kohta, COM(2022) 454 final.
15 Komisjoni teatis ,,Euroopa andmestrateegia*“, COM(2020) 66 final.
16 Komisjoni teatis Euroopa Parlamendile, Euroopa Ulemkogule, ndukogule, Euroopa Majandus- ja
Sotsiaalkomiteele ning Regioonide Komiteele ,,Euroopa roheline kokkulepe, COM(2019) 640 final.
S Deloitte, ,,Study to support the Commission’s IA on liability for artificial intelligence®, 2021.
4
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kodanikele, aidates suurendada tervisekaitset ja ohutust (ELi toimimise lepingu artikli 114
I6ige 3) ning kdrvaldada terviseriskide allikad (ELi toimimise lepingu artikli 168 I6ige 1).

Mis puudutab keskkonnalast mdju, siis direktiivi peaks aitama ka saavutada seonduvaid
kestliku arengu eesmérke. Tehisintellektirakenduste kasutuselevott on keskkonnale kasulik.
Néiteks protsesside optimeerimiseks kasutatavad tehisintellektististeemid muudavad
protsessid vahem saastavaks (nt vdhendades vajaminevate véetiste ja pestitsiidide kogust,
vahendades sama tulemit andes veetarbimist jne). Samuti on direktiivil positiivne mdju
kestliku arengu eesmaérkidele, kuna labipaistvust, vastutust ja pohidigusi késitlevate tdhusate
Oigusaktide toel rakendatakse tehisintellekti potentsiaali selleks, et toetada Uksikisikuid ja
uhiskonda kestliku arengu eesmérkide taotlemisel.

2. OIGUSLIK ALUS, SUBSIDIAARSUS JA PROPORTSIONAALSUS
. Oiguslik alus

Ettepaneku 6iguslik alus on ELi toimimise lepingu artikkel 114, millega on ette nahtud
meetmete vOtmine, et tagada siseturu loomine ja toimimine.

Probleemid, mida plutakse kaesoleva ettepanekuga lahendada, eelkdige diguskindlusetus ja
oiguslik killustatus, takistavad siseturu arengut, olles markimisvaarseteks toketeks piiridilesel
kauplemisel TI-p6histe toodete ja teenustega.

Ettepanekus kasitletakse takistusi, mis tulenevad sellest, et ettevdtjad, kes soovivad toota,
levitada ja kaitada TI-pOhiseid tooteid ja teenuseid piiritleselt, ei tea kindlalt, kas ja kuidas
kehtivaid vastutust kasitlevaid kordi kohaldatakse tehisintellekti pdhjustatud kahju korral.
Selline ebakindlus valitseb eelkdige nende liikmesriikide osas, kuhu ettevdtjad ekspordivad
vOi kus nad kditavad oma tooteid ja teenuseid. Piiritileses kontekstis kohaldatakse kahju
Oigusvastasest tekitamisest tuleneva lepinguvélise vastutuse suhtes vaikimisi selle riigi digust,
kus kahju tekib. Ettevotjate jaoks on oluline, et nad teaksid asjaomaseid vastutusega seotud
riske ja saaksid end nende suhtes kindlustada.

Peale selle on konkreetseid marke sellest, et mitu liikmesriiki kaaluvad (hepoolseid
seadusandlikke meetmeid, et lahendada vastutusega seotud probleeme, mida tekitab
tehisintellekt. Niiteks tehisintellekti késitlevates strateegiates, mis on vastu voetud Tsehhis,*®
Itaalias,'® Maltas,?® Poolas?! ja Portugalis,?®> on nimetatud algatusi vastutuse selgitamiseks.
Vottes arvesse suuri erinevusi litkmesriikide kehtivate tsiviilvastutuse normide vahel, on
tdendoline, et mis tahes uue, tehisintellektiga seotud vastutust kasitleva riigisisese meetme
valjatootamisel jargitakse praeguseid erinevaid lahenemisviise ja seega suureneb Killustatus.

18 ,National  Artificial  Intelligence  Strategy = of the  Czech  Republic¥, 2019,
https://www.mpo.cz/assets/en/guidepost/for-the-media/press-releases/2019/5/NAIS_eng_web.pdf;

Al Watch, ,,National strategies on Artificial Intelligence — A European perspective®, 2021 edition — a
JRC-OECD report, https://op.europa.eu/en/publication-detail/-/publication/619fdOb5-d3ca-11eb-895a-
0laa75ed71al, Ik 41.

19 »2025  Strategia per [D’innovazione tecnologica e la digitalizzazione del Paese®,

https://assets.innovazione.gov.it/1610546390-midbook2025.pdf.

Deloitte, ,,Study to support the Commission’s IA on liability for artificial intelligence®, 2021, 1k 96.

2 »Polityka Rozwoju Sztucznej — Inteligencji w Polsce na lata 2019-2027¢, (Tehisintellekti
véljatdotamise poliitika Poolas aastatel 2019-2027) www.gov.pl/attachment/0aa51cd5-b934-4bcb-
8660-bfech20ea?a9), 102-3.

22 »Al Portugal 2030“, https://www.incode2030.gov.pt/sites/default/files/julho_incode brochura.pdf;
Al Watch, op. cit., Ik 113.
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https://op.europa.eu/en/publication-detail/-/publication/619fd0b5-d3ca-11eb-895a-01aa75ed71a1
https://op.europa.eu/en/publication-detail/-/publication/619fd0b5-d3ca-11eb-895a-01aa75ed71a1
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Seeparast suurendaksid kohandused, mis tehakse vastutust kasitlevatesse Gigusnormidesse
pelgalt litkmesriigi tasandil, tokkeid TI-pOhiste toodete ja teenuste kasutuselevotul kogu
siseturul ning pdhjustaksid tdiendavat killustumist.

. Subsidiaarsus

Ké&esoleva ettepaneku eesmaérke ei ole vdimalik piisavalt saavutada liikmesriigi tasandil, kuna
tekkivad lahknevad siseriiklikud digusnormid suurendaksid 6iguskindlusetust ja killustatust,
mis takistaks TI-pBhiste toodete ja teenuste kasutuselevdttu koikjal —siseturul.
Oiguskindlusetus mojutaks ennekdike piiritleselt tegutsevaid ettevétjaid, tuues kaasa
vajaduse tdiendava Oigusteabe / juriidilise esindamise jarele, riskijuhtimiskulud ning tulu
saamata jaadmise. Samal ajal suurendaksid tehisintellekti pohjustatud kahju huvitamise
ndudeid késitlevad lahknevad siseriiklikud digusnormid ettevdtjate tehingukulusid, eelkdige
piiriileses kaubanduses, olles markimisvadrseks takistuseks siseturu toimimisele. Peale selle
mdjutavad diguskindlusetus ja Killustatus ebaproportsionaalselt idufirmasid ja VKEsid, kes
moodustavad enamiku ettevotjatest ja teevad l6viosa investeeringutest asjaomastel turgudel.

Tehisintellektisiisteemide podhjustatud kahju hlvitamist kasitlevate Uhtlustatud ELI
oigusnormide puudumise korral seisaksid Uhelt poolt tehisintellektisiisteemide pakkujad,
kaitajad ja kasutajad ning teiselt poolt kahjukannatajad silmitsi 27 erineva vastutuskorraga,
mis tooks kaasa erineval tasemel kaitse ja moonutatud konkurentsi eri liikmesriikide
ettevotjate vahel.

Uhtlustatud ELi tasandi meetmed parandaksid markimisvaarselt tehisintellektitehnoloogia
kasutuselevotu ja arendamise tingimusi siseturul, hoides &ra Kkillustatuse ja suurendades
diguskindlust. See lisavéaartus tekiks eelkdige tdnu vaiksemale Killustatusele ja suuremale
oOiguskindlusele sidusrihmade vastutuse osas. Lisaks on vaid ELi meetmetega vdimalik
pidevalt saavutada soovitud mdju— suurendada tarbijate usaldust TI-pdhiste toodete ja
teenuste vastu —, hoides koikjal siseturul dra tehisintellekti eriomadustest tulenevad lingad
vastutuses. Sellega tagataks pidev (minimaalne) kaitse kdigile kannatanutele (liksikisikud ja
ettevdtjad) ning pidevad stiimulid hoida &ra kahju ja tagada vastutus.

o Proportsionaalsus

Ettepanek pdhineb etapiviisilisel l&henemisviisil. Esimeses etapis taotletakse eesmarke
vlBimalikult vahesekkuval viisil; teises etapis hinnatakse uuesti vajadust rangemate voi
ulatuslikumate meetmete jarele.

Esimeses etapis keskendutakse vaid tdendamiskoormisega seotud meetmetele, et lahendada
tehisintellektiga seotud kindlakstehtud probleeme. L&htutakse vastutuse sisulistest
tingimustest, nagu pdhjuslik seos voi sull, mis on satestatud siseriiklikes digusnormides, kuid
keskendutakse tdendamiskoormisega seotud sihiparastele meetmetele, kandes hoolt selle eest,
et kannatanutele on tagatud samal tasemel kaitse kui juhtumite puhul, mis ei ole seotud
tehisintellektislisteemidega. Peale selle on mitmesugustest vahenditest, mis on liikmesriikide
Biguses ette nihtud tdendamiskoormise leevendamiseks,?® otsustatud kasutada kiesolevas
ettepanekus Umberlikatavaid eeldusi kui kdige vdhem sekkuvat vahendit. Sellised eeldused
on riiklikes vastutussusteemides tavapdrased ning need tagavad hageja ja kostja huvide
tasakaalu. Samal ajal on nende eesmadrk innustada tditma liidu vo6i liikmesriigi tasandil
kehtestatud hoolsuskohustusi. Ettepanek ei too kaasa tdendamiskoormise Umberpddramist.

3 Eelkdige mittestiiline vastutus, tdendamiskoormise Umberp6dramine v&i tdendamiskoormise
leevendamine Umberlikkamatute v8i Umberliikatavate eelduste abil.
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Nii valditakse tehisintellektisiisteemide pakkujate, kaitajate ja kasutajate kokkupuutumist
suuremate vastutusega seotud riskidega, mis voivad takistada innovatsiooni ning vahendada
TI-pohiste toodete ja teenuste kasutuselevattu.

Ettepanekuga ette ndhtud teises etapis kantakse hoolt selle eest, et vaadeldes esimese etapi
mdju kannatanute kaitse ja tehisintellekti kasutuselevGtu vaatenurgast, voetakse hilvitisnduete
muude elementide vdi vastutusest tulenevate nduetega seotud muude vahendite Uhtlustamise
vajaduse uuestihindamisel — sealhulgas silmas pidades olukordi, kus oleks asjakohasem
mittestiiline vastutus, mida on ndudnud Euroopa Parlament— arvesse tehnoloogia,
regulatiivset ja kohtupraktika arengut. Sellise hindamise raames kaalutakse tGené&oliselt ka
seda, kas selle (Ghtlustamisega peaks kaasnema kohustuslik kindlustus, et tagada
tulemuslikkus.

. Vahendi valik

Kéesoleva ettepaneku jaoks on kdige sobivam vahend direktiiv, sest see tagab soovitud
uhtlustamise ja Oiguskindluse, sdilitades samal ajal paindlikkuse, et liikmesriigid saaksid
I6imida thtlustatud meetmed vastuolusid tekitamata oma vastutuskorda.

Kohustusliku vahendiga hoitakse &ra osalisest rakendamisest vOi rakendamata jatmisest
tulenevad liingad kaitses. Ehkki mittesiduv vahend oleks véhem sekkuv, ei 6nnestuks sellega
tdendoliselt tulemuslikult lahendada kindlakstehtud probleeme. Mittesiduvate vahendite
rakendamise madra on keeruline prognoosida ning puuduvad piisavad margid sellest, et
soovituse veenev mdju oleks piisavalt tugev, et kaasa tuua siseriiklike digusaktide Uhetaoline
kohandamine.

Sellise mdju saavutamine on veelgi ebatGendolisem meetmete puhul, mis on seotud
eradigusega, mille osa lepinguvélist vastutust kasitlevad Gigusnormid moodustavad. Seda
valdkonda iseloomustavad pikaajalised @Gigustraditsioonid, mille tdttu liikmesriigid on
kooskdlastatud reformi suhtes térksad, valja arvatud juhul, kui on olemas selge valjavaade, et
siduva ELi Gigusakti rakendamine tuleb kasuks siseturule, v@i kui see reform on tingitud
vajadusest teha kohandusi seoses digimajanduses kasutusele vOetava uue tehnoloogiaga.

Suured erinevused liikmesriikide kehtivate vastutust kasitlevate raamistike vahel on teine
pdhjus, miks soovitust tdendoliselt ei rakendataks thetaoliselt.

1. JARELHINDAMISE, SIDUSRUHMADEGA KONSULTEERIMISE JA MOJU
HINDAMISE TULEMUSED

o Konsulteerimine sidusriihmadega

Rakendati ulatuslikku konsultatsioonistrateegiat, et tagada sidusriihmade laialdane osalemine
kogu kaesoleva ettepaneku poliitikatsiiklis. Konsultatsioonistrateegia h6lmas nii avalikke
konsultatsioone kui ka mitut suunatud konsultatsiooni (veebiseminarid, kahepoolsed arutelud
ettevotjate ja mitmesuguste organisatsioonidega).

Parast vastutuse kohta esialgsete kisimuste esitamist tehisintellekti k&sitleva valge raamatu
teemalise avaliku konsultatsiooni ning ohutust ja vastutust késitleva komisjoni aruande
koostamise raames korraldati ajavahemikus 18. oktoobrist 2021 kuni 10. jaanuarini 2022
spetsiaalne veebipdhine avalik konsultatsioon, et koguda arvamusi mitmesugustelt
sidusrihmadelt, sealhulgas tarbijatelt, kodanikutihiskonna organisatsioonidelt, téostusliitudelt,
ettevotjatelt (sh VKEdelt) ja avaliku sektori asutustelt. Parast kdikide saadud vastuste
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analliusimist avaldas komisjon tulemuste kokkuvdtte ja individuaalsed vastused oma
veebisaidil?*,

Kokku saadi 233 vastust vastajatelt 21 liikmesriigist ja kolmandatest riikidest. Enamik
sidusruhmi kinnitas probleeme tdendamiskoormise, Giguskindlusetuse ja killustatusega ning
toetas meetmete votmist ELi tasandil.

ELi kodanikud, tarbijaorganisatsioonid ja akadeemilised asutused valdavalt kinnitasid
vajadust votta ELi meetmeid, et véhendada kannatanute probleeme, mis on seotud
tdendamiskoormisega. Ettevotjad, kes kill tunnistasid vastutust késitlevate digusnormide
kohaldamisel esineva ebakindluse kahjulikku mdoju, olid ettevaatlikumad ja soovisid
sihiparaseid meetmeid, et véltida innovatsiooni piiramist.

Sarnane pilt avanes poliitikavariantide puhul. ELi kodanikud, tarbijaorganisatsioonid ja
akadeemilised asutused toetasid kindlalt tdendamiskoormist ja mittestiilise vastutuse
Uhtlustamist kasitlevaid meetmeid, millele lisandub kohustuslik kindlustus. Ettevdtjate
arvamused poliitikavariantide osas laksid rohkem lahku, s6ltudes osaliselt ettevdtte suurusest.
Enamik vastanud ettevotjatest pidas mittesliilist vastutust ebaproportsionaalseks.
Tdendamiskoormise leevendamise (htlustamise toetajaid oli rohkem, eriti VKEde seas.
Samas hoiatasid ettevotjad tdendamiskoormise taieliku tlemineku eest.

Eelistatud poliitikavariandi véljatootamisel ja viimistlemisel voeti arvesse mdju hindamise
raames sidusrihmadelt saadud tagasisidet, et saavutada tasakaal kdigi asjaomaste
sidusrihmade valjendatud vajaduste ja murede vahel.

o Eksperdiarvamuste kogumine ja kasutamine

Ettepanek tugineb nelja aasta jooksul tehtud analtlsidele ja selle koostamisel on tehtud
tihedat koost6od sidusriihmade, sealhulgas akadeemiliste ringkondade esindajate, ettevotjate,
tarbijalihenduste, liikmesriikide ja kodanikega. Ettevalmistustotéd algasid 2018. aastal
vastutuse ja uue tehnoloogia eksperdirihma (uue tehnoloogia rihma) loomisega.
Eksperdirihm esitas 2019. aasta novembris aruande,?® milles hinnatakse probleeme, mida
tehisintellekti teatavad omadused pOhjustavad siseriiklike tsiviilvastutuse normide
kohaldamisel.

Eksperdiriihma aruandest saadud teavet taiendasid kolm vélisuuringut:

- diguse vordlev uuring, mille raames tehti lepinguvalist kahju reguleerivate
Euroopa digusaktide vordlev analiis, keskendudes peamistele tehisintellektiga
seotud probleemidele?®;

—  kaitumuslik majandusuuring, kus vaadeldi, millist mdju avaldab vastutuskorra
sihiparane kohandamine tarbijate otsustele, eelkdige nende usaldusele ning
valmisolekule votta kasutusele TI-pdhised tooted ja teenused?’;

24 https://ec.europa.eu/info/law/better-requlation/have-your-say/initiatives/12979-Civil-liability-adapting-
liability-rules-to-the-digital-age-and-artificial-intelligence/public-consultation_et.

»Liability for artificial intelligence and other emerging digital technologies®, november 2019,
https://op.europa.eu/en/publication-detail/-/publication/1c5e30be-1197-11ea-8c1f-
0laa75ed71al/language-en.

Karner, Koch ja Geistfeld, ,,Comparative Law Study on Civil Liability for Artificial Intelligence®, 2021,
https://op.europa.eu/en/publication-detail/-/publication/8a32ccc3-0f83-11ec-9151-
0laa75ed71al/language-en.
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- majandusuuring, ?® kus vaadeldi mitut kisimust: raskused, millega seisavad
silmitsi tehisintellektirakenduste tottu kannatanud vorreldes muude seadmete
tottu kannatanutega, kui nad pidavad saada kantud kahju eest hivitist; kas ja
mil mé&éaral tunnevad ettevotjad ebakindlust ses suhtes, kuidas kohaldatakse
kehtivaid vastutust kasitlevaid digusnorme nende tehisintellektiga seotud
tegevuse suhtes, ning kas diguskindlusetuse moju voib takistada investeerimist
tehisintellekti; kas vastutust kasitlevate siseriiklike 6igusnormide taiendav
killustumine muudaks siseturu TI-pOhiste rakenduste ja teenuste jaoks vahem
tbhusaks ning kas ja mil maéaral tsiviilvastutuse teatavate aspektide
uhtlustamine ELi 0Oigusaktiga vahendaks neid probleeme ja hdlbustaks
tehisintellektitehnoloogia kasutuselevdttu ELi ettevdtjate jaoks.

o M@djuhinnang

Komisjon korraldas kooskdlas parema digusloome poliitikaga kaesoleva ettepaneku mdju
hindamise, mille vaatas labi komisjoni diguskontrollikomitee. Oiguskontrollikomitee esitas
oma 6. aprilli 2022. aasta koosolekul positiivse arvamuse koos mérkustega.

Hinnati kolme poliitikavarianti.

1. poliitikavariant: kolm meedet, millega leevendada téendamiskoormist kannatanute jaoks,
kes pliuavad tdendada vastutusest tulenevat nduet.

2. poliitikavariant: 1. variandi meetmed + teatava riskiprofiiliga tehisintellekti kasutamise
juhtumite suhtes kohaldatavate mittesullist vastutust kasitlevate digusnormide thtlustamine,
millele lisandub kohustuslik kindlustus.

3. poliitikavariant: etapiviisiline lahenemisviis:

—  esimene etapp: 1. variandi meetmed;

—  teine etapp: labivaatamismehhanism, et hinnata uuesti eeskétt vajadust
uhtlustada teatava riskiprofiiliga tehisintellekti kasutamise juhtumite suhtes
kohaldatavat mittestlist vastutust (millele vb6ib lisanduda kohustuslik
kindlustus).

Poliitikavariantide vordlemisel tehti mitmel kriteeriumil pdhinev analliis, kus vaadeldi
variantide tulemuslikkust, tGhusust, sidusust ja proportsionaalsust. Selle analulsi ja
tundlikkusanaltiisi  tulemustest on ndha, et 3. poliitikavariant— t6endamiskoormise
leevendamine tehisintellektiga seotud nduete puhul + mittesullise vastutusega seotud
sihiparane ldbivaatamine koos vdimaliku kohustusliku kindlustusega— hinnati kdige
paremaks ja seepérast on see ké&esolevas ettepanekus eelistatud poliitikavariant.

Eelistatud poliitikavariandiga tagatakse, et TI-pdhiste toodete ja teenuste tottu kannatanud
(fudsilised isikud, ettevotjad ja muud avaliku vOi erasektori tiksused) ei ole vdhem Kkaitstud
kui traditsioonilise tehnoloogia tdttu kannatanud. Sellega suurendatakse usaldust
tehisintellekti vastu ja edendatakse tehisintellekti kasutuselevottu.

27 Kantar, ,.Behavioural Study on the link between challenges of Artificial Intelligence for Member States’

civil liability rules and consumer attitudes towards Al-enabled products and services“, Final Report
2021.
Deloitte, ,,Study to support the Commission’s Impact Assessment on liability for artificial intelligence®,
2021.
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Lisaks véhendatakse sellega Oiguskindlusetust ja hoitakse &ra Kkillustumine ning seega
aidatakse neid ettevotjaid, eelkdige VKEsid, kes soovivad kasutada taiel mééaral &ra ELi Uhtse
turu potentsiaali, juurutades piiritileselt TI-pdhiseid tooteid ja teenuseid. Eelistatud
poliitikavariandiga luuakse paremad tingimused ka Kkindlustusandjatele, et pakkuda
tehisintellektiga seotud tegevusele kindlustuskatet, mis on oluline ettevdtjatele, eriti VKEdele,
riskide juhtimiseks. Hinnangute kohaselt suureneb eelistatud poliitikavariandi rakendamisel
tehisintellektituru véaartus EL 27s 2025. aastal 500 miljoni kuni 1,1 miljardi euro vorra.

o Pdhidigused

Uks tsiviilvastutuse normide p&hieesmiarke on tagada, et kahjukannatajad saavad nduda
hivitist. Tagades tdhusa huvitise, aitavad need Oigusnormid Kkaitsta Oigust tbhusale
diguskaitsevahendile ja diglasele kohtulikule arutamisele (pShidiguste harta (edaspidi ,,harta“)

artikkel 47), motiveerides samal ajal vdimalikke vastutavaid isikuid &ra hoidma kahju, et
viltida vastutust.

Komisjon on votnud eesmargi kanda k&esoleva ettepanekuga hoolt selle eest, et tehisintellekti
pdhjustatud kahju kandnud isikutele on tagatud tsiviilvastutuse normide alusel samal tasemel
kaitse kui sellise kahju puhul, mis ei ole seotud tehisintellektiga. Ettepanek vdimaldab
uksikisikutel tbhusalt kehtestada oma pd&hidigused ning aitab kaitsta Gigust tBhusale
Oiguskaitsevahendile, kui tehisintellektiga seotud riskid on realiseerunud. Eelkdige aitab
ettepanek kaitsta pohidigusi, nagu 6igust elule (harta artikkel 2), digust kehalisele ja vaimsele
puutumatusele (artikkel 3) ning Gigust omandile (artikkel 17). Peale selle, sGltuvalt iga
litkmesriigi tsiviildiguse susteemist ja traditsioonidest, saavad kannatanud nduda hivitist siis,
kui on kahjustatud muid diguslikke huve, nagu inimvaarikus (harta artiklid 1 ja 4), era- ja
perekonnaelu austamine (artikkel 7), digus vordsusele (artikkel 20) ja diskrimineerimiskeeld
(artikkel 21).

Lisaks téiendab ké&esolev ettepanek muid komisjoni tehisintellektipoliitikaga seotud
vahendeid, mis pdhinevad ennetavatel regulatiiv- ja jarelevalvenduetel, mille otsene eesmark
on valtida pdhidiguste rikkumist (nt diskrimineerimist). Need vahendid on tehisintellekti
kasitlev  Oigusakt, isikuandmete kaitse Uldméaarus, digiteenuste Gigusakt ning
diskrimineerimiskeeldu ja vodrdset kohtlemist ké&sitlevad ELi digusaktid. Samal ajal ei looda
ega Uhtlustata kéesoleva ettepanekuga hoolsuskohustusi ega vastutust, mis on pandud
mitmesugustele Uksustele, kelle tegevust reguleerivad nimetatud digusaktid, ning seega ei too
ettepanek kaasa uusi vastutusest tulenevaid ndudeid ega mdjuta nende Oigusaktide alusel
vastutusest  tehtavaid erandeid. Ké&esoleva ettepanekuga Uksnes leevendatakse
tehisintellektislisteemide pdhjustatud kahju kandnud isikute tdendamiskoormist nduete puhul,
mis pBhinevad siseriiklikel digusaktidel vdi nimetatud muudel ELi digusaktidel. Nimetatud
muid vahendeid téiendades kaitstakse kdesoleva ettepanekuga kannatanute Gigust saada
eradiguse alusel hivitist, sealhulgas p&hidiguste rikkumise korral.

4. MOJU EELARVELE
Ettepanek ei mdjuta Euroopa Liidu eelarvet.

5. MUU TEAVE

o Rakenduskavad ja seire, hindamine, seireprogramm ning sihiparane
labivaatamine

Kéesolevas ettepanekus on kavandatud etapiviisiline lahenemisviis. Kandmaks hoolt selle
eest, et teises etapis toimuva sihipérase labivaatamise jaoks on piisavalt t6endeid, koostab
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komisjon seirekava, kus on Uksikasjalikult Kirjeldatud, kuidas ja kui sageli kogutakse andmeid
ja muid vajalikke tdendeid.

Seiremehhanism v@ib hdlmata jargmisi andmeid ja tdendeid:

- liikmesriikide aruanded ja teave meetmete kohta, mida on kohaldatud
tdendamiskoormise leevendamiseks siseriiklikes kohtumenetlustes ja vaidluste
kohtuvélise lahendamise menetlustes;

—  teave, mida komisjon v0i turujarelevalveasutused koguvad tehisintellekti
kasitleva Oigusakti (eelkdige selle artikli 62) vO6i muude asjakohaste
digusaktide alusel;

—  teave ja analliusid, mis toetavad tehisintellekti kasitleva Gigusakti hindamist,
ning aruanded, mille komisjon koostab selle digusakti rakendamise kohta;

—  teave ja anallisid, mis toetavad nn vana l&henemisviisi ohutusalaste
digusaktide alusel vOetavate asjakohaste tulevaste poliitikameetmete hindamist,
kandmaks hoolt selle eest, et liidu turule lastavad tooted vastavad kdrgetele
tervise-, ohutus- ja keskkonnanduetele;

—  teave ja analulsid, mis toetavad komisjoni aruannet, mis kasitleb
liikluskindlustuse direktiivi kohaldamist tehnoloogia arengu korral (eelk&ige
autonoomsed ja poolautonoomsed sdidukid) kooskdlas selle artikli 28c 18ike 2

punktiga a.
o Ettepaneku satete Uksikasjalik selgitus
1. REGULEERIMISESE JA KOHALDAMISALA (ARTIKKEL 1)

Direktiivi eesmérk on parandada siseturu toimimist, satestades thtsed nduded lepinguvélise
tsiviilvastutuse  teatavate aspektide kohta kahju puhul, mis on pdhjustatud
tehisintellektististeemidega. Direktiiv on kooskblas Euroopa Parlamendi resolutsiooniga
2020/2014(INL) ning sellega kohandatakse eradigust vastavalt vajadustele, mis on tekkinud
uleminekul digimajandusele.

Sobivate diguslike vahendite valik on piiratud, vottes arvesse téendamiskoormise kisimuse
laadi ja tehisintellekti eriomadusi, mille tdttu tekib probleeme kehtivate vastutust kasitlevate
digusnormide kohaldamisel. Direktiiviga leevendatakse tdendamiskoormist sihipdraselt ja
proportsionaalselt, kasutades avaldamist ja Umberllkatavaid eeldusi. Direktiiviga antakse
neile, kes taotlevad kahju hivitamist, vbimalus saada suure riskiga tehisintellektististeemide
kohta teavet, mille registreerimine/dokumenteerimine on kohustuslik tehisintellekti késitleva
Oigusakti alusel. Peale selle muudavad Umberlukatavad eeldused madistlikumaks
tehisintellektististeemide pdhjustatud kahju eest hulvitise taotlejate tdendamiskoormise ja
annavad neile vGimaluse saavutada vastutusest tulenevate pohjendatud néuetega edu.

Sellised vahendid ei ole uued — neid leiab liikmesriikide digussiisteemidest. Need siseriiklikud
vahendid on kasulik vdrdlusalus otsustamisel selle Ule, kuidas lahendada probleeme, mida
tehisintellekt pohjustab kehtivate vastutust késitlevate digusnormide kohaldamisel, nii, et
sellega sekkutaks vdimalikult vahe liikmesriikide erinevatesse diguskordadesse.

Kui  konsultatsiooni raames kusiti  kaugemaleulatuvate muudatuste kohta, nagu
tdendamiskoormise Umberpooramine vOi Umberlikkamatu eeldus, andsid ettevotjad
negatiivset tagasisidet. T6éendamiskoormist leevendavad sihiparased meetmed, mis seisnevad
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umberlikatavates eeldustes, valiti kui pragmaatiline ja asjakohane lahendus, et aidata
kannatanutel taita oma tdendamiskohustust voimalikult sihiparasel ja proportsionaalsel viisil.

Artiklis 1 méaratakse kindlaks direktiivi reguleerimisese ja kohaldamisala: direktiivi
kohaldatakse tehisintellektisiisteemi  pOhjustatud  kahju  ké&sitlevate lepinguvéliste
tsiviildiguslike nduete suhtes, kui need on esitatud slilise vastutuse korra alusel. See
tdhendab korda, millega on ette nahtud seadusest tulenev kohustus huvitada tahtlikult voi
ettevaatamatuse vOi tegevusetusega pOhjustatud kahju. Kaesolevas direktiivis satestatud
meetmed sobituvad vastuolusid tekitamata kehtivatesse tsiviilvastutuse slisteemidesse, kuna
nende puhul on rakendatud I&henemisviisi, mis ei puuduta selliste pdhimdistete nagu st voi
kahju méaératlust, vottes arvesse, et nende mdistete tahendus on litkmesriikides véga erinev.
SeetOttu ei mojuta direktiiv, kui jatta kdrvale selles satestatud eeldused, liidu ega siseriiklikke
oigusnorme, millega ma&ratakse kindlaks naiteks see, kummal poolel lasub
tdendamiskoormis, milline kindluse tase on néutav tdendite puhul v6i kuidas madratletakse
siud.

Peale selle ei mdjuta kéesolev direktiiv kehtivaid &igusnorme, millega reguleeritakse
vastutuse tingimusi transpordisektoris, ega vastutuse tingimusi, mis on satestatud digiteenuste
digusaktis.

Ehkki k&esolevat direktiivi ei kohaldata kriminaalvastutuse korral, vOib see olla kohaldatav
riigivastutuse puhul. Tehisintellekti kasitlev 0Gigusakt hdlmab ka riigiasutusi, seega
kohaldatakse nende suhtes selles satestatud kohustusi.

Kéesolevat direktiivi ei kohaldata tagasiulatuvalt — seda kohaldatakse (ksnes selliste kahju
hlvitamise nduete suhtes, mis esitatakse alates direktiivi Ulevotmise tdhtpaevast.

Ettepanek vdtta vastu kaesolev direktiiv on vastu vdetud koos ettepanekuga vaadata labi
tootevastutuse direktiiv (85/374/EMU) paketina, mille eesmark on kohandada vastutust
kasitlevaid Gigusnorme digiajastu ja tehisintellekti jargi, millega tagatakse nende kahe
teineteist tdiendavad Gigusakti vajalik thtlustamine.

2. MOISTED (ARTIKKEL 2)

Anrtiklis 2 esitatud mdistete maaratlemisel on jargitud tehisintellekti kasitlevas digusaktis
esitatud méaaratlusi, et tagada jarjepidevus.

Artikli 2 punkti 6 alapunktigab nahakse ette, et kahjundude vdib esitada lisaks
kahjukannatajale ka isik, kellele on ule l&inud kahjukannataja néudedigus. Noudebiguse
uleminek tahendab seda, kui kolmas isik (nt kindlustusandja) votab dle teise isiku seadusest
tuleneva diguse nduda sisse vOlg vdi kahju. Seega on Uhel isikul digus panna enda huvides
maksma teise isiku digused. NGudediguse tleminek hdlmab ka surnud kannatanu périjaid.

Peale selle ndhakse artikli 2 punkti 6 alapunktiga c ette, et kahju hlvitamise hagi v6ib esitada
ka isik, kes tegutseb ihe vdi mitme kannatanu nimel kooskdlas liidu voi liikmesriigi 8igusega.
Selle satte eesmark on anda tehisintellektististeemi tottu kahju kandnud isikutele rohkem
vOimalusi lasta kohtul hinnata oma hagi, isegi juhul, kui konkreetse hagi esitamine voib
tunduda liiga kulukas v6i koormav, vai juhul, kui Uhishagiga kaasneb mastaabiséést. Selleks
et vOimaldada tehisintellektististeemide pdhjustatud kahju kandnud isikutel panna oma
ké&esoleva direktiiviga seotud digused maksma esindushagi kaudu, muudetakse artikliga 6
direktiivi (EL) 2020/1828 1 lisa.
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3. TOENDITE AVALDAMINE (ARTIKKEL 3)

Kéesoleva direktiivi eesmédrk on anda isikutele, kes taotlevad havitist suure riskiga
tehisintellektististeemide p@hjustatud kahju eest, tbhusad vahendid vdimalike vastutavate
isikute kindlakstegemiseks ja asjakohased t6endid ndude esitamiseks. Need vahendid aitavad
ka wvaltida eksimusi vdimalike kostjate valjaselgitamisel, millega hoitakse kokku
asjassepuutuvate isikute aega ja raha ning véhendatakse kohtute té6koormust.

Sellega seoses nahakse direktiivi artikli 3 18ikega 1 ette, et kohus v6ib nduda asjakohaste
tdendite avaldamist sellise suure riskiga tehisintellektisisteemi kohta, mille puhul
kahtlustatakse, et see on pohjustanud kahju. Tdendite avalikustamise ndue esitatakse
tehisintellektististeemi pakkujale, isikule, kelle suhtes kohaldatakse tehisintellekti ké&sitleva
Oigusakti artiklis 24 voi artikli 28 10ikes 1 sétestatud pakkuja kohustusi, vOi tehisintellekti
kasitleva madruse kohasele kasutajale. Avalikustamisnduet peaksid toetama faktid ja téendid,
millest piisab kaalutava kahjundude usutavuse téendamiseks, ning ndutavad tdendid peaksid
olema ndude saaja k&sutuses. NOuet ei saa esitada isikule, kellel ei ole tehisintellekti kasitleva
digusakti alusel kohustusi ja seetdttu puudub juurdepéés tdenditele.

Artikli 3 16ike 2 kohaselt v6ib kohus nduda téendite avaldamist pakkujalt voi kasutajalt, kes
ei ole kostja, tksnes juhul, kui hageja Ukski proportsionaalne pludlus saada kostjalt tdendeid
ei ole kandnud vilja.

Selleks et tagada kohtulike vahendite tulemuslikkus, ndhakse direktiivi artikli 3 18ikega 3 ette,
et kohus vdib anda ka kdnealuste tdendite séilitamise korralduse.

Nagu on satestatud artikli 3 18ike 4 esimeses 18igus, vdib kohus nbuda tdendite avaldamist
Uksnes madral, mis on vajalik kahjunéude p&hjendamiseks, st kui téendid vdivad olla
tehisintellektististeemi t6ttu kahju kandnud isiku kahjundude puhul méarava tahtsusega.

Piirdudes avaldamise vOi séilitamise kohustuse kehtestamisel vaid vajalike ja
proportsionaalsete  tGenditega, pultakse artikli 3 18ike 4 esimese I8iguga tagada
proportsionaalsus tdendite avaldamisel, st piirata see vaid vajaliku miinimumiga ja valtida
uldpéringuid.

Artikli 3 16ike 4 teise ja kolmanda 18iguga pultakse viia omavahel tasakaalu hageja Gigused
ning vajadus tagada, et tdendite avaldamisel kohaldatakse kaitsemeetmeid, et Kkaitsta kdigi
osaliste Gigustatud huve, nditeks drisaladusi vOi konfidentsiaalset teavet.

Sellega seoses piiltakse artikli 3 18ike 4 neljanda 18iguga tagada, et avaldamise voi sdilitamise
korralduse saanud isiku kéasutuses on selliste korralduste vastased menetluslikud
diguskaitsevahendid.

Artikli 3 10ikes 5 sétestatakse hoolsuskohustuse tditmata jatmise eeldus. See menetluslik
vahend on asjakohane uksnes juhul, kui tbendite avaldamise vdi séilitamise ndude
taitmatajatmise tagajarjed kannab tegelik kostja. Kostjal on digus see eeldus Gmber llikata.
Selle séttega ette ndhtava meetme eesmérk on edendada avaldamist, kuid samuti kiirendada
kohtumenetlusi.

4, POHJUSLIKU SEOSE EELDUS SUU KORRAL (ARTIKKEL 4)

Pidades silmas tehisintellektisiisteemide pOhjustatavat kahju, piltakse ké&esoleva direktiiviga
luua tdhus alus hivitise ndudmiseks siu korral, mis seisneb liidu voi litkmesriigi diguse
kohase hoolsuskohustuse téitmatajatmises.

Hagejal voib olla keeruline tdendada pohjuslikku seost sellise kohustuse téitmata jatmise ja
kahju wvahel, mille on pdhjustanud tehisintellektisiisteemi loodud valjund vdi
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tehisintellektististeemi suutmatus véljundit luua. Seepérast satestatakse artikli 4 18ikes 1
umberlikatav pdhjusliku seose eeldus. Selline eeldus on kdige védhem koormav meede
kannatanu diglase hilivitise saamise vajaduse arvesse votmiseks.

Hageja peab tdendama kostja suld kooskdlas kohaldatavate liidu vo6i siseriiklike
digusnormidega. Sellise sul saab kindlaks teha nditeks juhul, kui ei ole téidetud
hoolsuskohustust, mis on sétestatud tehisintellekti ké&sitlevas digusaktis voi muudes liidu
tasandil kehtestatud digusnormides, naiteks &igusnormides, millega reguleeritakse
automaatsete seire- ja otsustusslisteemide kasutamist platvormit6d puhul, v6i 6igusnormides,
millega reguleeritakse mehitamata 6husdidukite kaitamist. Sellist stiid voib eeldada artikli 3
I6ike 5 alusel ka kohus, kui ei ole taidetud kohtu korraldust avaldada voi sailitada tdendid.
Pdhjusliku seose eeldusele on asjakohane tugineda siiski vaid siis, kui vdib pidada
tdendoliseks, et konkreetne sl on mdjutanud asjaomase tehisintellektisiisteemi valjundit voi
selle puudumist, mida on vdimalik hinnata juhtumi Gldiste asjaolude pdhjal. Samal ajal peab
hageja siiski tdendama, et tehisintellektisusteem (st selle valjund voi selle suutmatus véljundit
luua) on pbhjustanud kahju.

LOigetes2 ja 3 tehakse vahet Uhelt poolt nduetel, mis on esitatud suure riskiga
tehisintellektististeemi pakkuja vastu voi isiku vastu, kelle suhtes kohaldatakse tehisintellekti
kasitleva Oigusakti alusel pakkuja kohustusi, ning teiselt poolt nduetel, mis on esitatud sellise
slisteemi kasutaja vastu. Selles osas jargitakse tehisintellekti késitleva digusakti asjaomaseid
séatteid ja tingimusi. Artikli 4 16ikel 2 pShinevate nduete korral tuleb selle hindamisel, kas
kostja on tditnud selles 18ikes loetletud kohustusi, arvesse votta ka tehisintellekti késitleva
Oigusakti kohast riskijuhtimisstisteemi ja selle tulemusi, st riskijuhtimismeetmeid.

Tehisintellekti kasitlevas digusaktis méaaratletud suure riskiga tehisintellektististeemide puhul
tehakse artikli 4 16ikega 4 pdhjusliku seose eeldusest erand, kui kostja tdendab, et hagejal on
mdistlik ligipaas piisavatele tdenditele ja oskusteabele, et tdendada pdhjuslikku seost. See
vOBimalus voib innustada kostjaid taitma oma avaldamiskohustusi tehisintellekti kasitlevas
maaruses satestatud meetmetega, mille eesmark on tagada tehisintellekti kdrgel tasemel
labipaistvus, voi jargides dokumenteerimis- ja registreerimisndudeid.

Muude kui suure riskiga tehisintellektisisteemide jaoks satestatakse artikli 4 18ikes 5
pohjusliku seose eelduse kohaldamise tingimus — kohus peab otsustama, et pdhjusliku seose
tdendamine on hageja jaoks liiga keeruline. Selle keerukuse hindamisel tuleb arvesse vétta
teatavate tehisintellektististeemide omadusi, nagu autonoomsus ja labipaistmatus, mille tottu
tehisintellektististeemis toimuvat on véaga keeruline seletada, mis kahjustab hageja suutlikkust
tdendada kostja siidi ja tehisintellektististeemi véljundi vahelist pohjuslikku seost.

Artikli 4 16ikega 6 nédhakse ette, et juhul, kui kostja on kasutanud tehisintellektiststeemi
isikliku, mitte kutselise tegevuse jaoks, tuleks pdhjusliku seose eeldust kohaldada vaid siis,
kui kostja on oluliselt sekkunud tehisintellektististeemi k&itamise tingimustesse voi kui tal
paluti madrata kindlaks tehisintellektisisteemi kéitamise tingimused ja ta oli vGimeline seda
tegema, kuid ta ei teinud seda. Seda tingimust Oigustab vajadus tasakaalustada kahju
kannatanud isikute ja mittekutseliste kasutajate huvid, jattes pohjusliku seose eelduse
kohaldamisalast vélja juhtumid, kus mittekutseline kasutaja ei suurenda oma k&itumisega
riski.

Lopetuseks néhakse artikli 4 I0ikega 7 ette, et kostjal on digus artikli 4 I6ikel 1 pdhinev
pdhjusliku seose eeldus imber llikata.

Selliste tbhusate tsiviilvastutuse normide lisaeelis seisneb selles, et nad annavad kdigile
tehisintellektististeemidega seotud tegevuses osalejatele tdiendava stiimuli taita oma kohustusi
oma eeldatava kaitumise osas.
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5. HINDAMINE JA SIHIPARANE LABIVAATAMINE (ARTIKKEL 5)

Liikmesriikide 0Oigussiisteemides on ette nahtud erinevad mittestllise vastutuse korrad.
Euroopa Parlament pakkus oma 20. oktoobri 2020. aasta omaalgatuslikus resolutsioonis vélja
elemendid sellise korra kehtestamiseks liidu tasandil: piiratud mittestiilise vastutuse kord
teatava TI-pdhise tehnoloogia jaoks ja lihtsustatud tdendamiskoormis shulist vastutust
kasitlevate Oigusnormide alusel. Ka avalik konsultatsioon nditas, et vastajad (v.a muud
ettevotjad kui VKEd) eelistavad sellist korda kas koos vdi ilma kohustusliku kindlustuseta.

Ké&esolevas ettepanekus on arvesse voetud erinevusi litkmesriikide digustraditsioonides ning
asjaolu, et tooted ja teenused, mille puhul kasutatakse tehisintellektiststeeme, mis vdivad
mdojutada laiemat Uldsust ja seada ohtu sellised olulised seadusest tulenevad Gigused nagu
Oigus elule, tervisele ja omandile (mistdttu vdiks nende suhtes kohaldada mittestilise
vastutuse korda), ei ole veel turul laialdaselt kattesaadavad.

Kehtestatakse seireprogramm, et varustada komisjoni teabega tehisintellektististeemiga seotud
vahejuhtumite kohta. Sihipérase labivaatamise kéigus hinnatakse vajadust votta lisameetmeid,
naiteks kehtestada mittesullise vastutuse kord ja/vdi kohustuslik kindlustus.

6. ULEVOTMINE (ARTIKKEL 7)

Teavitades komisjoni direktiivi jargimiseks voetud riiklikest Ulevotmismeetmetest, peaksid
litkmesriigid esitama ka selgitavad dokumendid, mis sisaldavad piisavalt selget ja t&pset
teavet, ning nimetama iga direktiivi satte puhul siseriikliku(d) satte(d), millega tagatakse
direktiivi sétte tlevdtmine. See on vajalik selleks, et komisjon saaks teha iga tlevOetava sétte
puhul kindlaks selle riiklike Glevdtmismeetmete osa, millega kehtestatakse vastav seadusest
tulenev kohustus liikmesriigi diguskorras, tkskdik milline on liitkmesriigi valitud vorm.
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2022/0303 (COD)
Ettepanek:
EUROOPA PARLAMENDI JA NOUKOGU DIREKTIIV

lepinguvalise tsiviilvastutuse normide tehisintellektile kohandamise kohta
(tehisintellektiga seotud vastutuse direktiiv)

(EMPs kohaldatav tekst)

EUROOPA PARLAMENT JA EUROOPA LIIDU NOUKOGU,
vOttes arvesse Euroopa Liidu toimimise lepingut, eriti selle artiklit 114,

vOttes arvesse Euroopa Komisjoni ettepanekut,

olles edastanud seadusandliku akti eelndu liikmesriikide parlamentidele,

vOttes arvesse Euroopa Majandus- ja Sotsiaalkomitee arvamust?®,

vittes arvesse Regioonide Komitee arvamust®,

toimides seadusandliku tavamenetluse kohaselt

ning arvestades jargmist:

(1)

(@)

Tehisintellekt on progressi vGimaldav tehnoloogiliste lahenduste kogum, mis voib
anda ulatuslikku kasu kdigis majandusvaldkondades ja kogu Uhiskonnas. Selles
peituvad suured voimalused tehnoloogia arenguks ja paljudes digimajanduse sektorites
uute drimudelite kasutuselevdtu toetamiseks.

Samal ajal vOib tehisintellekt olenevalt selle konkreetse rakendamise ja kasutamise
asjaoludest pohjustada riske ning kahjustada huve ja digusi, mis on kaitstud liidu v0i
litkmesriigi Oigusega. Naiteks voib tehisintellekti kasutamine kahjustada mitmeid
pdhidigusi, sealhulgas digust elule ja kehalisele puutumatusele ning digust
mittediskrimineerimisele ja vordsele kohtlemisele. Euroopa Parlamendi ja ndukogu
maaruses (EL).../... [tehisintellekti kasitlev Sigusakt]® on satestatud nduded, mille
eesmérk on véhendada riske ohutusele ja pdhidigustele, samas kui muude liidu
digusaktidega reguleeritakse dldisi 32 ja valdkondlikke tooteohutusnorme, mida
kohaldatakse ka TI-pShiste masinavaldkonna toodete® ja raadioseadmete* suhtes.

29

30

31

32

33

34

ELTC .., .., k...

[Ettepanek: madrus, millega n&hakse ette tehisintellekti ké&sitlevad Uhtlustatud Gigusnormid
(tehisintellekti késitlev digusakt), COM(2021) 206 final.]

[Ettepanek: Euroopa Parlamendi ja nbukogu maarus, milles Kkasitletakse Gldist tooteohutust,
COM(2021) 346 final.]

[Ettepanek: Euroopa Parlamendi ja nfukogu méédrus masinavaldkonna toodete kohta,
COM(2021) 202 final.]

Komisjoni delegeeritud maarus (EL) 2022/30, millega tdiendatakse Euroopa Parlamendi ja nGukogu
direktiivi 2014/53/EL seoses nimetatud direktiivi artikli 3 16ike 3 punktides d, e ja f osutatud oluliste
nduete kohaldamisega (ELT L 7, 12.1.2022, Ik 6).
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(3)

(4)

()

(6)

)

Kuigi sellised néuded, mille eesmérk on véhendada riske ohutusele ja p&hidigustele,
on mdeldud riskide ennetamiseks, seireks ja maandamiseks ning seega thiskondlike
probleemide lahendamiseks, ei ole neist abi individuaalsetes tehisintellekti péhjustatud
kahju juhtumites. Kehtivate nduetega ndhakse kahju arahoidmiseks eelkdige ette
tehisintellektististeemidega seotud lubade, kontrollide, seire ja halduskaristuste
kehtestamine. Nendega ei ole ette néhtud seda, et kannatanule hivitataks kahju, mille
on pdhjustanud tehisintellektististeemi valjund vdi sellise ststeemi tdrge véljundit
genereerida.

Kui kannatanu taotleb kantud kahju hivitamist, ndutakse liikmesriigi Gldistes sullise
vastutuse normides tavaliselt, et see isik tdendaks kahju eest potentsiaalselt vastutava
isiku hooletut voi tahtlikult kahjustavat tegevust voi tegevusetust (edaspidi ,,siili*) ning
pohjuslikku seost selle sliu ja asjaomase kahju vahel. Kui aga isiku tegevuse vOi
tegevusetuse ja  kahju vahele asetub tehisintellekt, vOivad teatavate
tehisintellektististeemide eriomadused, nagu l&bipaistmatus, autonoomne kaitumine ja
keerukus, muuta selle tdendamiskoormise téitmise kannatanu jaoks uleméaéra
keeruliseks, kui mitte vGimatuks. Eelkbige v6ib olla Glemé&é&ra keeruline tdendada, et
konkreetne sisend, mille eest potentsiaalselt vastutav isik vastutab, on pdhjustanud
konkreetse tehisintellektististeemi valjundi, mis pdhjustas asjaomase kahju.

Sellistel juhtudel vdib siseriiklike tsiviilvastutuse normidega ette nahtud Giguskaitse
tase olla madalam kui juhtudel, kus kahju tekitamisega on seotud muu tehnoloogia kui
tehisintellekt. Sellised lingad kahju hivitamisel vbivad poéhjustada tehisintellekti
tagasihoidlikumat aktsepteerimist hiskonnas ning vaiksemat usaldust TI-pdhiste
toodete ja teenuste vastu.

Selleks et saada tehisintellektist majanduslikku ja hiskondlikku kasu ning edendada
uleminekut digimajandusele, on vaja sihiparaselt kohandada teatavaid siseriiklikke
tsiviilvastutuse norme konkreetsete tehisintellektististeemide eriomadustega. Sellised
kohandused peaksid aitama suurendada Ghiskonna ja tarbijate usaldust ning seelébi
edendama tehisintellekti kasutuselevdttu. Sellised kohandused peaksid séilitama ka
usalduse kohtuslisteemi vastu, tagades, et tehisintellekti pdhjustatud kahju kandnud
isikud saavad sama tulemuslikult kahjuhdvitist kui muu tehnoloogiaga pdhjustatud
kahju kandnud isikud.

Huvitatud sidusrihmad — kahju kannatanud isikud, potentsiaalselt vastutavad isikud,
kindlustusandjad — seisavad silmitsi Oigusliku ebakindlusega selles osas, kuidas
litkmesriikide kohtud vdivad igal uUksikjuhul kohaldada kehtivaid vastutusalaseid
norme, et saavutada tehisintellektiga seotud konkreetsete probleemide korral diglane
tulemus. Kui liidu meetmeid ei vOeta, kohandavad véhemalt mdned liikmesriigid
tdendoliselt oma tsiviilvastutuse norme, et kdrvaldada teatavate
tehisintellektististeemide eriomadustest tulenevad lingad kahju hivitamisel ja
oiguskindlusetus. See tekitaks diguslikku Killustatust ja pdhjustaks siseturutdkkeid
ettevotjatele, kes arendavad voOi pakuvad uuenduslikke TI-pdhiseid tooteid voi
teenuseid. See mdjutaks eriti vaikeseid ja keskmise suurusega ettevotjaid.

Ké&esoleva direktiivi eesmédrk on parandada siseturu nduetekohast toimimist,
uhtlustades teatavaid riiklikke lepinguvalise slulise vastutuse norme, tagamaks, et
isikutel, kes taotlevad neile tehisintellektististeemi tekitatud kahju huvitamist, oleks
kaitsetase, mis on samavaarne sellega, mis on isikul, kes taotleb huvitist kahju eest,
mille pdhjustamisega ei ole seotud tehisintellektististeem. Liikmesriigid ei suuda seda
eesmarki piisavalt saavutada, sest asjaomased siseturutokked on seotud ohuga, et
riiklikul tasandil vdetakse Uhepoolseid ja Kkillustatud reguleerivaid meetmeid.
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(8)

(9)

(10)

(11)

(12)

(13)

Arvestades kadesoleva direktiivi kohaldamisalasse kuuluvate toodete ja teenuste
digitaalset olemust, on reguleerivate meetmete Killustatus eriti oluline piiritleses
kontekstis.

Eesméark  tagada  Oiguskindlus ja  valtida lunki  kahju  hlvitamisel
tehisintellektististeemidega seotud juhtudel on seega paremini saavutatav liidu
tasandil. Seega voib liit votta meetmeid koosk6las Euroopa Liidu lepingu artiklis 5
satestatud  subsidiaarsuse = pdhimottega.  Kdnealuses  artiklis  sétestatud
proportsionaalsuse pohimotte kohaselt ei lahe kaesolev direktiiv nimetatud eesmérkide
saavutamiseks vajalikust kaugemale.

Seepérast on vaja liidu tasandil sihipéraselt thtlustada stilise vastutuse normide
konkreetsed aspektid. Selline Ghtlustamine peaks suurendama diguskindlust ja looma
tehisintellektististeemidele vordsed tingimused, parandades seelé&bi siseturu toimimist
TI-pOhiste toodete ja teenuste tootmise ja levitamise valdkonnas.

Proportsionaalsuse tagamiseks on asjakohane sihipéraselt Uhtlustada ainult need
stdlise vastutuse normid, mis reguleerivad tehisintellektisisteemide tekitatud kahju
hlvitamist taotlevate isikute tdendamiskoormist. Kéesoleva direktiiviga ei tohiks
Uhtlustada tsiviilvastutuse tldaspekte, mis on siseriiklike tsiviilvastutuse normidega
erinevalt reguleeritud, nditeks sul voi pdhjusliku seose maaratlust, kahju hivitamise
nduete aluseks oleva kahju eri liike, vastutuse jagunemist mitme kahju tekitaja vahel,
osavotmist, kahjuhtvitise arvutamist v0i aegumistéhtaegu.

Liikmesriikide 0Oigusaktid, mis kasitlevad tootjate vastutust toodete puuduste
pohjustatud kahju eest, on liidu tasandil juba 0htlustatud ndéukogu direktiiviga
85/374/EMU % . Need digusaktid ei mdjuta siiski liikmesriikide lepingulise ega
lepinguvdlise vastutuse norme, sealhulgas neid, mis kasitlevad garantiisid, sttd voi
stlst sbltumatut vastutust, mis pdhinevad muudel alustel kui toote puudus. Kuna
samal ajal on ndukogu direktiivi 85/374/EMU labivaatamise eesmark selgitada ja
tagada, et kannatanu saab nduda TI-pdhiste defektsete toodete tekitatud kahju
hivitamist, tuleks seetdttu selgitada, et kdesoleva direktiivi satted ei mdjuta Gigusi, mis
vOivad kannatanule tuleneda siseriiklikest normidest, millega rakendatakse direktiivi
85/374/EMU. Lisaks ei tohiks kaesolev direktiiv mdjutada liidu Sigust, mis reguleerib
transpordi valdkonnas veoettevotjate vastutust.

[Digiteenuste igusaktiga % ] uhtlustatakse tiielikult normid, mida siseturul
kohaldatakse vahendusteenuste osutajate suhtes ja mis h6lmavad sotsiaalseid riske,
mis tulenevad nende teenuseosutajate pakutavatest teenustest, sealhulgas seoses nende
kasutatavate tehisintellektislisteemidega. Kdesolev direktiiv ei mdjuta [digiteenuste
Oigusakti] satteid, millega nahakse ette veebimajutusteenuse pakkujatele
algoritmipdhiste  otsuste  tegemiseks  terviklik ja  tdielikult  Uhtlustatud
hoolsuskohustuste raamistik, sealhulgas vastutusest vabastamine nende teenuste
saajate poolt Ules laaditud ebaseadusliku sisu levitamise korral, kui kdnealuse maaruse
tingimused on tdidetud.

Kéesoleva direktiiviga tUhtlustatakse ainult selles satestatud eeldused, kuid ei thtlustata
siseriiklikke Gigusakte selle kohta, kummal poolel on tbendamiskoormis voi kui kérge
on tdendamisstandard .

35
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Noukogu 25. juuli 1985. aasta direktiiv 85/374/EMU liikmesriikide tootevastutust kasitlevate digus- ja
haldusnormide Gihtlustamise kohta (EUT L 210, 7.8.1985, Ik 29).

[Ettepanek: Euroopa Parlamendi ja ndukogu maéarus, mis kasitleb digiteenuste ihtset turgu (digiteenuste
digusakt) COM(2020) 825 final.]

18

ET



ET

(14)

(15)

(16)

(17)

(18)

Kéesolevas direktiivis tuleks jargida minimaalse thtlustamise lahenemisviisi. Selline
ldahenemisviis vdimaldab hagejatel tehisintellektististeemide pdhjustatud kahju korral
tugineda siseriikliku 6iguse soodsamatele normidele. Seega vdiks liikmesriikide
Oigusaktides néiteks séilitada tdendamiskoormise tmberpdoramise siseriikliku sttlise
vastutuse korra vai siseriikliku mittestitlise vastutuse (stlst s6ltumatu vastutus) korra
alusel, mida késitlevaid liikmesriikide Oigusakte on juba vdga mitmeid ja mida
voidakse kohaldada tehisintellektislisteemide tekitatud kahju suhtes.

Samuti tuleks tagada kooskdla [tehisintellekti kasitleva Oigusaktiga]. Seepdarast on
asjakohane, et kéesolevas direktiivis kasutatakse tehisintellektisiisteemide, pakkujate
ja kasutajate puhul samu mdisteid. Lisaks tuleks kaesolevat direktiivi kohaldada kahju
hivitamise nduete suhtes dksnes juhul, kui kahju on pdhjustanud
tehisintellektististeemi valjund vdi sellise stisteemi tdrge véljundit genereerida isiku
sudl, naiteks [tehisintellekti kasitleva digusakti] kohaselt pakkuja v&i kasutaja sudl.
Vastutusest tulenevad nduded vdib kohaldamisalast vélja jatta, kui kahju on
pdhjustanud inimese antud hinnang, millele jargneb tegevus vdi tegevusetus, samas
kui tehisintellektisiisteem andis ainult teavet vdi ndu, mida asjaomane inimene arvesse
vattis. Viimasel juhul on vdimalik kindlaks teha, et kahju sai alguse tegevusest vOi
tegevusetusest, kuna tehisintellektististeemi véljund ei asetu tegevuse voi tegevusetuse
ja kahju vahele ning seega ei ole pdhjusliku seose tuvastamine keerulisem Kkui
olukordades, millega ei ole seotud tehisintellektiststeem.

Juurdepaas teabele selliste konkreetsete suure riskiga tehisintellektististeemide kohta,
mida kahtlustatakse kahju tekitamises, on oluline tegur, et teha kindlaks, kas nduda
hlvitist ja pdhjendada tagasindudeid. Lisaks on suure riskiga tehisintellektististeemide
puhul [tehisintellekti k&sitlevas digusaktis] satestatud konkreetsed dokumenteerimis-,
teabealased ja logimisnduded, kuid kannatanule ei anta digust sellele teabele juurde
paaseda. Seetdttu on asjakohane kehtestada eeskirjad, mille kohaselt isikud, kelle
késutuses on asjakohased tGendid, peavad need avaldama, et teha kindlaks vastutus.
See peaks pakkuma ka lisastiimuli, et téita [tehisintellekti ké&sitlevas Oigusaktis]
satestatud ndudeid asjaomase teabe dokumenteerimiseks voi salvestamiseks.

Suure riskiga tehisintellektististeemide projekteerimise, arendamise, kasutuselevotu ja
kaitamisega tavaliselt seotud inimeste suur arv raskendab kannatanutel tekkinud kahju
eest potentsiaalselt vastutava isiku kindlakstegemist ja kahju huvitamise ndude
tingimuste tdendamist. Selleks et kannatanu saaks kindlaks teha, kas kahju huvitamise
ndue on pbhjendatud, on asjakohane anda vdimalikele hagejatele digus taotleda enne
kahju hivitamise néude esitamist kohtu korraldust asjakohaste tdendite avaldamiseks.
Selline tBendite avaldamise korraldus tuleks teha lksnes juhul, kui véimalik hageja
esitab piisavalt fakte ja teavet, et toetada kahju hiivitamise ndude usutavust, ning ta on
eelnevalt taotlenud pakkujalt, isikult, kelle suhtes kohaldatakse pakkuja kohustusi, vOi
kasutajalt, et ta avaldaks selliste konkreetsete suure riskiga tehisintellektististeemide
kohta, mille puhul kahtlustatakse, et need on tekitanud kahju, nende k&sutuses olevad
tdendid, mille andmisest eelnevalt keelduti. Tdendite avaldamise korraldus peaks
vahendama tarbetuid kohtuvaidlusi ja véltima vdimalike menetlusosaliste kulusid, mis
tulenevad pdhjendamatutest voi tdendoliselt edututest nduetest. See et pakkuja, isik,
kelle suhtes kohaldatakse pakkuja kohustusi, vdi kasutaja keeldub enne kohtule
taotluse esitamist tGendite avaldamisest, ei tohiks olla pdhjus eeldada, et kdnealune
isik ei tdida asjakohast hoolsuskohustust.

Suure riskiga tehisintellektisusteemidega seotud tbendite avaldamise piirang on
kooskdlas [tehisintellekti kasitleva 6igusaktiga], millega néhakse suure riskiga
tehisintellektististeemide projekteerimises, arendamises ja kasutuselevotus osalevatele
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ettevotjatele ette teatavad dokumenteerimise, andmete séilitamise ja teabe esitamise
kohustused. Selline jarjepidevus tagab ka vajaliku proportsionaalsuse, véltides seda, et
vaiksema riskiga voi ilma riskita tehisintellektisisteemide operaatoritelt eeldatakse
teabe dokumenteerimist tasemel, mis on sarnane sellega, mida ndutakse suure riskiga
tehisintellektististeemide puhul [tehisintellekti kasitleva Gigusakti] alusel.

Liikmesriigi kohtutel peaks olema vGimalik tsiviilkohtumenetluse kdigus nduda suure
riskiga tehisintellektisiisteemide tekitatud kahjuga seotud asjakohaste tdendite
avaldamist vOi séilitamist isikutelt, kellel on juba [tehisintellekti kasitleva digusakti]
kohaselt kohustus dokumenteerida vGi sdilitada teavet, olenemata sellest, kas nad on
pakkujad, isikud, kellel on samad kohustused kui pakkujatel, vOi
tehisintellektististeemi kasutajad kas kostjate vdi ndudes osalevate kolmandate
isikutena. VOib tekkida olukordi, kus kohtuasja jaoks olulisi tdendeid valdavad
Uksused, kes ei ole kahju hiivitamise néude pooled, kuid kellel on [tehisintellekti
késitleva Oigusakti] kohaselt kohustus sellised tdendid dokumenteerida voi neid
séilitada. Seega on vaja satestada tingimused, mille alusel saab nbudes osalevatelt
kolmandatelt isikutelt nduda asjakohaste tGendite avaldamist.

Selleks et sailitada tasakaal kahju hiivitamise ndudes osalevate poolte ja asjaomaste
kolmandate isikute huvide vahel, peaksid kohtud ndudma téendite avaldamist liksnes
juhul, kui see on ndude v@i voimaliku kahju hivitamise ndude toetamiseks vajalik ja
proportsionaalne. Sellega seoses peaks tdendite avaldamise kohustus puudutama
Uksnes tdendeid, mis on vajalikud asjaomase kahju hivitamise néude kohta otsuse
tegemiseks, néiteks ainult neid asjaomaste dokumentide voi andmestike osi, mis on
vajalikud, et tdendada [tehisintellekti kasitlevas digusaktis] satestatud ndude taitmata
jatmist. Selleks et tagada selliste avaldamis- vdi sdilitamismeetmete proportsionaalsus,
peaksid liikmesriigi kohtutel olema téhusad vahendid, et kaitsta kBigi osalevate poolte
Oigustatud huve, néiteks kaitsta &risaladusi Euroopa Parlamendi ja ndukogu direktiivi
(EL) 2016/943% tahenduses ja konfidentsiaalset teavet, nagu teave avaliku vdi riikliku
julgeoleku kohta. Seoses drisaladuste voi véidetavate drisaladustega, mille kohus on
tunnistanud konfidentsiaalseks direktiivi (EL) 2016/943 tahenduses, peaks liikmesriigi
kohtutel olema Gigus votta erimeetmeid, et tagada &risaladuste konfidentsiaalsus
menetluse ajal ja pérast seda, saavutades samal ajal diglase ja proportsionaalse
tasakaalu é&risaladuse hoidmise huvi ja kannatanu huvide vahel. Need peaksid
sisaldama meetmeid, millega piiratud arvule inimestele antakse juurdepééas arisaladusi
sisaldavatele dokumentidele ning kohtuistungitele v6i dokumentidele ja nende
protokollidele vdi é&rakirjadele. Konealuste meetmete (le otsustamisel peaksid
liilkmesriigi kohtud v6tma arvesse vajadust tagada digus t6husale diguskaitsevahendile
ja Oiglasele kohtulikule arutamisele, poolte ja asjakohasel juhul kolmandate isikute
Oigustatud huve ning ukskdik kummale poolele vdi asjakohasel juhul kolmandatele
isikutele tekkida voOivat kahju, mis tuleneb selliste meetmete madramisest voi
tagasilukkamisest. Selleks et tagada kolmandate isikute suhtes tGendite avaldamise
meetme proportsionaalne kohaldamine kahju hivitamise nduete korral, peaksid
liilkmesriikide kohtud ndudma kolmandatelt isikutelt tdendite avaldamist tiksnes juhul,
kui kostjalt ei ole vdimalik tdendeid saada.

Kuigi litkmesriigi kohtutel on vahendid, et tagada tGendite avaldamise korralduste
tditmine mitmesuguste meetmete abil, vOivad sellised tditemeetmed pdhjustada

37

Euroopa Parlamendi ja ndukogu 8. juuni 2016. aasta direktiiv (EL) 2016/943, milles késitletakse
avalikustamata oskusteabe ja d&riteabe (drisaladuste) ebaseadusliku omandamise, kasutamise ja
avalikustamise vastast kaitset (ELT L 157, 15.6.2016, Ik 1).
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viivitusi kahju huvitamise ndude esitamisel ja seega tekitada menetlusosalistele
lisakulusid. Sellised viivitused ja lisakulud voOivad kannatanul raskendada t6husa
diguskaitsevahendi kasutamist. Seepdrast on asjakohane juhul, kui kahju hivitamise
ndude kostja ei avalda kohtu ndutud tdendeid, mis on tema késutuses, satestada eeldus
selle hoolsuskohustuse téitmata jatmise kohta, mida need tdendid pidid tdendama. See
Uumberlukatav eeldus lihendab kohtuvaidluse kestust ja hdlbustab t6husamaid
kohtumenetlusi. Kostjal peaks olema vdimalik see eeldus Gmber likata, kui ta esitab
vajalikud tdendid.

Selleks et korvaldada raskused tdendada, et konkreetne sisend, mille eest
potentsiaalselt ~ vastutav  isik  vastutab, on  pdhjustanud  konkreetse
tehisintellektististeemi valjundi, mis po6hjustas asjaomase kahju, on teatavatel
tingimustel asjakohane né&ha ette pdhjusliku seose eeldus. Kuigi stiil pdhineva ndude
puhul peab hageja tavaliselt tdendama kahju, tegevust voi tegevusetust, milles on sul
kostjal, ning nende kahe vahelist pdhjuslikku seost, ei Uhtlusta k&esolev direktiiv
tingimusi, mille alusel liikmesriigi kohtud stl tuvastavad. Nende suhtes kohaldatakse
jatkuvalt kohaldatavat siseriiklikku digust ja, kui see on thtlustatud, kohaldatavat liidu
digust. Samuti ei Uhtlustata kdesoleva direktiiviga kahjuga seotud tingimusi, néiteks
seda, milline kahju on hivitav, ning ka neid tingimusi reguleeritakse kohaldatava
siseriikliku ja liidu Oigusega. Selleks et kohaldada ké&esoleva direktiivi kohast
pohjusliku seose eeldust, peaks kostja slil seisnema tegevuses vOi tegevusetuses, mis
ei vasta liidu voi siseriikliku 6iguse kohasele hoolsuskohustusele, mille eesmark on
otseselt kaitsta tekkinud kahju eest. Seega vOib seda eeldust kohaldada néaiteks
isikukahju hivitamise ndude puhul, kui kohus tuvastab, et kostja on rikkunud
kasutusjuhendit, mille eesmérk on hoida &ra kahju tekitamist fudsilistele isikutele.
Sellise hoolsuskohustuse téditmata jatmine, mille otsene eesmérk ei olnud Kaitsta
tekkinud kahju eest, ei too kaasa eelduse kohaldamist, nditeks kui teenuseosutaja ei
esita padevatele asutustele ndéutavaid dokumente, ei tooks kaasa eelduse kohaldamist
isikukahju huvitamise nduete puhul. Samuti peaks olema vaja kindlaks teha, et
juhtumi asjaolude pdhjal v&ib mdistlikult eeldada, et sid on médjutanud
tehisintellektististeemi genereeritud véljundit vdi pdhjustanud tehisintellektististeemi
suutmatuse valjundit genereerida. Siiski tuleb hagejalt nbuda tdendamist, et valjund
vOi véljundi genereerimata jatmine pdhjustas kahju.

Sellise slii saab kindlaks teha seoses mittevastavusega liidu Gigusnormidele, millega
reguleeritakse just suure riskiga tehisintellektisiisteeme, nagu teatavatele suure riskiga
tehisintellektististeemidele [tehisintellekti k&sitlevas digusaktis] kehtestatud nduded,
mis voidakse tulevaste valdkondlike digusaktidega kehtestada muudele suure riskiga
tehisintellektisisteemidele vastavalt [tehisintellekti k&sitleva Gigusakti artikli 2 l6ikele
2], vdi hoolsuskohustus, mis on seotud teatavate tegevustega ja mida kohaldatakse
olenemata sellest, kas selle tegevuse jaoks kasutatakse tehisintellekti. Samal ajal ei
kehtestata ega Uhtlusta kdesoleva direktiiviga nende (ksuste ndudeid ega vastutust,
kelle tegevust reguleeritakse konealuste 6igusaktidega, ega kehtestata uusi
vastutusndudeid. Sellise ndude siiuline rikkumine tuvastatakse vastavalt nende
kohaldatavate liidu Gigusnormide satetele, kuna ké&esoleva direktiiviga ei kehtestata
uusi ndudeid ega mdjutata kehtivaid ndudeid. Naiteks ei mdjuta kéesolev direktiiv
vahendusteenuste osutajate vastutusest vabastamist ega hoolsuskohustust, mida nad
peavad tditma vastavalt [digiteenuste 6Oigusaktile]. Samamoodi tuleb direktiivi
(EL) 2019/790 (mis Kkasitleb autoridigust ja autoridigusega kaasnevaid 0&igusi
digitaalsel Uhtsel turul) ja muude asjakohaste liidu autoridiguse normide alusel teha
kindlaks, kas digiplatvormidele kehtestatud n6uded on téidetud, et véltida
autoridigusega kaitstud teoste loata edastamist tldsusele.
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Valdkondades, mida ei ole liidu Oigusega (htlustatud, kohaldatakse endiselt
siseriiklikku digust ja st tuvastatakse kohaldatava siseriikliku diguse alusel. Kdigis
siseriiklikes vastutuskordades sisaldub hoolsuskohustus, mille kohaldamisel vdetakse
kaitumisstandardina arvesse selle pdhimdtte erinevaid valjendusi, kuidas maistlik isik
peaks tegutsema, ning mis tagab ka tehisintellektististeemide ohutu toimimise, et &ra
hoida tunnustatud Gigushlivede kahjustamist. Sellise hoolsuskohustuse raames
vOidakse nditeks nduda, et tehisintellektisiisteemide kasutajad valiksid teatavate
ulesannete taitmiseks konkreetse ja teatavate omadustega tehisintellektististeemi voi
valistaksid teatavate elanikkonnariihmade kokkupuute méne tehisintellektisiisteemiga.
Liikmesriigi Oiguses voib kehtestada ka konkreetseid kohustusi, mille eesmark on
hoida dra teatavate tegevustega seotud riske, ja mida kohaldatakse olenemata sellest,
kas tehisintellekti kasutatakse selle tegevuse jaoks, naiteks liikluseeskirjad voi
spetsiaalselt  tehisintellektislisteemide jaoks kavandatud kohustused, nagu
[tehisintellekti kasitleva Oigusakti] artikli 29 I0ike 2 kohased téiendavad riiklikud
nduded suure riskiga tehisintellektisiisteemide kasutajatele. Kéesoleva direktiiviga ei
kehtestata selliseid ndudeid ega mdjutata sul tuvastamise tingimusi selliste nduete
rikkumise korral.

Isegi kui tuvastatakse sul, mis seisneb otseselt tekitatud kahju eest kaitsmiseks
mdeldud hoolsuskohustuse tditmata jatmises, ei tohiks iga st korral kohaldada
Uumberlukatavat eeldust, mis seob seda suld tehisintellekti valjundiga. Sellist eeldust
tuleks kohaldada tksnes juhul, kui kahju tekkimise asjaolude p6hjal on madistlikult
tdendoline, et selline st on mojutanud tehisintellektisisteemi valjundit voi
pdhjustanud tehisintellektististeemi suutmatuse valjundit genereerida, mis on
pdhjustanud kahju. Naiteks vdib pidada mdistlikult tdendoliseks, et suli on mdjutanud
valjundit v6i pdhjustanud suutmatuse véljundit genereerida, kui slu seisneb
hoolsuskohustuse rikkumises seoses tehisintellektisiisteemi todulatuse piiramisega ja
kahju tekkimises véljaspool todulatust. Seevastu teatavate dokumentide esitamise voi
teatavas asutuses registreerimise ndude rikkumise korral, isegi kui see vdib olla ette
nédhtud selle konkreetse tegevuse jaoks vdi isegi sOnaselgelt kohaldatav
tehisintellektististeemi toimimise suhtes, ei saa mdistlikult eeldada, et see mdjutas
tehisintellektististeemi genereeritud véljundit v6i pohjustas tehisintellektisiisteemi
suutmatuse véljundit genereerida.

Kéesolev direktiiv hdlmab stid, mis seisneb suure riskiga tehisintellektististeemide
pakkujate ja kasutajate puhul teatavate selliste [tehisintellekti k&sitleva digusakti] 2. ja
3. peatukis satestatud nduete téitmata jatmises, mille taitmata jatmine voib teatavatel
tingimustel viia pdhjusliku seose eelduseni. Tehisintellekti k&sitleva Gigusaktiga on
ette nahtud tehisintellektisusteemide suhtes kehtivate nuete taielik Ghtlustamine, kui
selles ei ole sonaselgelt satestatud teisiti. Sellega (htlustatakse suure riskiga
tehisintellektististeemide suhtes kehtivad erinbuded. Seega selliste kahju hlvitamise
nduete puhul, millega kohaldatakse pdhjusliku seose eeldust vastavalt k&esolevale
direktiivile, tehakse pakkujate voi isikute, kelle suhtes kohaldatakse pakkuja kohustusi
vastavalt [tehisintellekti k&sitlevale Gigusaktile], voimalik sti kindlaks tiksnes selliste
nduete taitmata jatmise kaudu. VVottes arvesse, et praktikas voib hagejal olla keeruline
sellist nduete taitmata jatmist tdendada, kui kostja on tehisintellektististeemi pakkuja,
ning tdielikus kooskdlas [tehisintellekti kasitleva &igusakti] loogikaga, tuleks
kéesolevas direktiivis samuti satestada, et selle kindlaksmaaramisel, kas pakkuja on
taitnud kadesolevas direktiivis osutatud tehisintellekti kasitleva Gigusakti asjakohaseid
ndudeid, tuleks arvesse votta pakkuja poolt riskijuhtimissusteemi raames voetud
meetmeid ja riskijuhtimissusteemi tulemusi, st otsust votta vOi mitte votta teatavaid
riskijuhtimismeetmeid. Pakkuja poolt [tehisintellekti késitleva Gigusakti] kohaselt
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(27)

(28)

(29)

kehtestatud riskijuhtimissiisteem on suure riskiga tehisintellektististeemi kogu
olelusringi jooksul pidevalt korduv protsess, mille puhul pakkuja tagab vastavuse
kohustuslikele nduetele, mille eesmark on riske maandada, ja mis vdib seetdttu olla
kasulik element selle vastavuse hindamisel. K&esolev direktiiv hdlmab ka kasutaja s
juhtumeid, kui see sul seisneb [tehisintellekti kasitlevas &igusaktis] satestatud
teatavate erinduete taitmata jatmises. Lisaks vOib [tehisintellekti kasitleva Oigusakti]
artikli 29 18iget 2 silmas pidades teha kindlaks suure riskiga tehisintellektisiisteemi
kasutaja sul, kui ei ole jargitud muid liidu voi liikmesriigi Oiguses satestatud
hoolsuskohustusi.

Kuigi teatavate tehisintellektisiisteemide eriomadused, nagu autonoomsus ja
labipaistmatus, vOivad muuta tdendamiskoormise taitmise hageja jaoks ulemé&éra
keeruliseks, vdib esineda olukordi, kus selliseid raskusi ei ole, sest kaebuse esitajal
vaib olla piisavalt tdendeid ja eksperditeadmisi pdhjusliku seose tdendamiseks. See
vOib nii olla nditeks suure riskiga tehisintellektisusteemide puhul, kus hagejal on
[tehisintellekti kasitleva Gigusakti] kohaste dokumenteerimis- ja logimisnduete kaudu
maistlik juurdepdds piisavatele tdenditele ja eksperditeadmistele. Sellisel juhul ei
tohiks kohus seda eeldust kohaldada.

Pdhjusliku seose eeldust vOiks kohaldada ka muude Kkui suure riskiga
tehisintellektististeemide suhtes, sest hagejal vdib olla Glemaaraseid tdendamisraskusi.
Néiteks voiks selliseid raskusi hinnata teatavate tehisintellektisiisteemide omaduste
pdhjal, nagu autonoomsus ja labipaistmatus, mis muudavad tehisintellektisiisteemi
sisemise toimimise selgitamise praktikas vdga keeruliseks, mdjutades negatiivselt
hageja vbimet tdendada pdhjuslikku seost kostja sliu ja tehisintellekti véljundi vahel.
Liikmesriigi kohus peaks seda eeldust kohaldama, kui hagejal on ulemé&ara keeruline
pdhjuslikku seost tbendada, kuna ta peab selgitama, kuidas tehisintellektisiisteemi
juhtis tegevus vOi tegevusetus, mis kujutab endast stid véljundi genereerimisel voi
valjundi genereerimise suutmatust, mis p@hjustas kahju. Hagejalt ei tohiks siiski
nduda, et ta selgitaks asjaomase tehisintellektisiisteemi omadusi ega seda, kuidas need
omadused raskendavad p8hjusliku seose kindlakstegemist.

Pdhjusliku seose eelduse kohaldamise eesmérk on tagada kannatanule samasugune
kaitsetase kui olukordades, millesse ei ole segatud tehisintellekt ja kui pdhjuslikku
seost on seetdttu lihtsam tdendada. Sellest hoolimata ei ole pdhjusliku seose
tdendamise kohustuse leevendamine kdesoleva direktiivi kohaselt alati asjakohane, kui
kostja ei ole professionaalne kasutaja, vaid on isik, kes kasutab tehisintellektisuisteemi
oma erategevuses. Sellisel juhul tuleb kannatanu ja mitteprofessionaalse kasutaja
huvide tasakaalustamiseks arvesse votta seda, kas mitteprofessionaalne kasutaja voib
oma kéitumisega suurendada riski, et tehisintellektisiisteem tekitab kahju. Kui
tehisintellektisusteemi pakkuja on taitnud kdik oma kohustused ja sellest tulenevalt
peeti seda susteemi piisavalt turvaliseks, et viia see turule eesmadrgiga, et
mitteprofessionaalsed kasutajad saaksid seda kindlaksmadratud otstarbel kasutada,
ning seejarel kasutatakse seda selle Glesande taitmiseks, ei tohiks p6hjusliku seose
eeldust kohaldada, kui mitteprofessionaalsed kasutajad sellist siisteemi lihtsalt
kasutusele votavad. K&esolevas direktiivis satestatud pdhjusliku seose eeldus ei tohiks
hdlmata mitteprofessionaalset kasutajat, kes ostab tehisintellektisiisteemi ja lihtsalt
votab selle eesmérgipéraselt kasutusele, sekkumata oluliselt kaitamistingimustesse.
Kui aga liikmesriigi kohus teeb kindlaks, et mitteprofessionaalne kasutaja sekkus
oluliselt tehisintellektististeemi k&itamistingimustesse voi pidi kindlaks mé&&rama
tehisintellektististeemi kéditamistingimused ja tal oli véimalik seda teha, kuid ei teinud
seda, tuleks kohaldada pdhjusliku seose eeldust, kui kdik muud tingimused on
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(30)

(31)

(32)

(33)

taidetud. See vdib olla nii néiteks juhul, kui mitteprofessionaalne kasutaja ei jérgi
toopiirkonna valimisel voi tehisintellektisiisteemi toimimistingimuste kehtestamisel
kasutusjuhendit v6i muid kohaldatavaid hoolsuskohustusi. See ei piira asjaolu, et
pakkuja peaks madrama kindlaks tehisintellektististeemi sihtotstarbe, sealhulgas
konkreetse kasutuskonteksti ja -tingimused, ning kdrvaldama v6i minimeerima selle
ststeemi riskid juba projekteerimise ja arendamise ajal, vottes arvesse kavandatud
kasutaja teadmisi ja eksperditeadmisi.

Kuna kaesoleva direktiiviga kehtestatakse Umberliikatav eeldus, peaks kostjal olema
vOimalik see Umber likata, eelkdige ndidates, et tema siil ei oleks saanud kahju
pdhjustada.

Tuleb ette ndha kdesoleva direktiivi labivaatamine [viis aastat] pérast
ulevotmisperioodi 18ppu. Eelkdige tuleks labivaatamise kaigus uurida, kas on vaja
kehtestada mittesullist vastutust kasitlevad normid operaatori vastu esitatavate nduete
korral, kui need ei ole juba hdélmatud muude liidu vastutusnormidega, eelkdige
direktiiviga 85/374/EMU, kombineerituna kohustusliku kindlustusega teatavate
tehisintellektististeemide kaitamiseks, nagu on soovitanud Euroopa Parlament 3.
Kooskdlas proportsionaalsuse p6himdttega on asjakohane hinnata sellist vajadust
ldhiaastatel toimuvate asjakohaste tehnoloogiliste ja regulatiivsete muutuste pdhjal,
vottes arvesse tagajargi ja moOju tehisintellektisiisteemide levitamisele ja
kasutuselevotule, eelkdige VKEde jaoks. Lé&bivaatamisel tuleks muu hulgas arvesse
votta riske, mis on seotud TI-pOhiste toodete vOi teenuste kasutamise kaudu kahju
tekitamisega olulistele Gigusvéartustele, nagu mitteseotud kolmandate isikute elu,
tervis ja vara. L&bivaatamise kéigus tuleks analliisida ka kéesolevas direktiivis
satestatud meetmete mdjusust selliste riskidega tegelemisel ning asjakohaste
lahenduste valjatodtamist kindlustusturul. Selleks et tagada selliseks labivaatamiseks
vajaliku teabe kéttesaadavus, on vaja koguda asjakohaste kiisimuste kohta andmeid ja
muid vajalikke tGendeid.

V/0Ottes arvesse vajadust kohandada riiklikke tsiviilvastutus- ja menetlusnorme, et
edendada TI-pdhiste toodete ja teenuste kasutuselevdttu kasulikes siseturu tingimustes,
uhiskonna heakskiitu ning tarbijate usaldust tehisintellektitehnoloogia ja
kohtusiisteemi vastu, on asjakohane kehtestada liikmesriikidele hiljemalt [kahe aasta
mo6dudes pdarast kédesoleva direktiivi joustumist] saabuv tdhtpdev vajalike
ulevdtmismeetmete vastuvotmiseks.

Kooskolas liikmesriikide ja komisjoni 28. septembri 2011. aasta thise poliitilise
deklaratsiooniga  selgitavate dokumentide kohta 3° kohustuvad liikmesriigid
pdhjendatud juhtudel lisama Ulevdtmismeetmeid kasitlevale teatele the vdi mitu
dokumenti, milles selgitatakse seost direktiivi osade ja UlevGtvate liikmesriigi
Oigusaktide vastavate osade vahel. Kdesoleva direktiivi puhul leiab seadusandja, et
nimetatud dokumentide esitamine on p&hjendatud,

ON VASTU VOTNUD KAESOLEVA DIREKTIIVI:

Artikkel 1
Reguleerimisese ja kohaldamisala

38

39

Euroopa Parlamendi 20. oktoobri 2020. aasta resolutsioon soovitustega komisjonile tehisintellekti
tsiviilvastutuse korra kohta (2020/2014(INL)) — (ELT C 404, 6.10.2021, 1k 107).
ELT C 369, 17.12.2011, Ik 14.
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Ké&esoleva direktiiviga kehtestatakse ihised normid jargmise kohta:

(@) tbendite avaldamine suure riskiga tehisintellektisiisteemide kohta, et
vOBimaldada hagejal pdhjendada lepinguvalist stdlist tsiviildiguslikku kahju
hlvitamise nduet;

(b) tbendamiskoormis lepinguvéliste sulliste tsiviildiguslike kahju huvitamise

nduete korral, mis esitatakse liikmesriikide kohtutele tehisintellektististeemi
tekitatud kahju huvitamiseks.

Ké&esolevat direktiivi kohaldatakse lepinguvéliste sudliste tsiviildiguslike kahju
hivitamise nduete suhtes, kui tehisintellektisusteemi tekitatud kahju tekib pérast
[GlevBtmisperioodi 16ppu].

Kéesolevat direktiivi ei kohaldata kriminaalvastutuse suhtes.
Ké&esolev direktiiv ei mojuta:

(@ liidu digusnorme, millega  reguleeritakse ~ vastutuse  tingimusi
transpordivaldkonnas;

(b) oigusi, mis kannatanul vdivad olla liikmesriigi digusnormide alusel, millega
rakendatakse direktiivi 85/374/EMU;

(c) [digiteenuste Gigusaktis] satestatud vastutusest vabastamist ja hoolsuskohustust
ning
(d) siseriiklikke digusnorme, millega madaratakse kindlaks, kummal poolel lasub

tdendamiskoormis, kui korget tdendamisstandardit ndutakse voi kuidas on
maadratletud std, valja arvatud artiklites 3 ja 4 satestatu puhul.

Liikmesriik vdib vastu votta voi sdilitada siseriiklikud digusnormid, mis on hagejate
jaoks soodsamad, et pBhjendada lepinguvélist tsiviildiguslikku néuet sellise kahju
hivitamiseks, mille on pdhjustanud tehisintellektisiisteem, tingimusel et sellised
normid on kooskdlas liidu Gigusega.

Artikkel 2
Moisted

Ké&esolevas direktiivis kasutatakse jargmisi moisteid:

(1)
@)
(3)
(4)
()

(6)

»tehisintellektisiisteem™ — [tehisintellekti ké&sitleva Oigusakti artikli 3 punktis 1]
maaratletud tehisintellektististeem;

,suure riskiga tehisintellektisiisteem® — [tehisintellekti kasitleva digusakti artiklis 6]
osutatud tehisintellektististeem;

»pakkuja“ — [tehisintellekti kasitleva Oigusakti artikli 3 punktis 2] maaratletud
pakkuja;

.kasutaja“ — [tehisintellekti ké&sitleva Oigusakti artikli 3 punktis 4] maaratletud
kasutaja;

,.kahju hiivitamise ndue* — lepinguvéline sttline tsiviildiguslik ndue hivitada kahju,
mille on pdhjustanud tehisintellektisusteemi valjund vOi sellise slsteemi tdrge
valjundit genereerida, juhul kui véljund oleks tulnud genereerida;

,»hageja“ — isik, kes esitab kahju hiivitamise ndude, ja
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(@ kes on kannatanud kahju tehisintellektisisteemi valjundi tottu voi sellise
slisteemi torke tottu valjundit genereerida, juhul kui valjund oleks tulnud
genereerida,

(b)  kes on kannatanu digusjarglane voi kellele on seaduse voi lepingu alusel Gle
ldinud kannatanu Gigused voi

(c) kes kooskdlas liidu voi litkmesriigi digusega tegutseb ihe véi mitme kannatanu
nimel,

7) ,voimalik hageja“ — fldsiline voi juriidiline isik, kes ei ole kahju hivitamise nduet
veel esitanud, kuid kaalub seda;

8) ,kostja*“ — isik, kelle vastu kahju hlvitamise nGue on esitatud;

9) ,,hoolsuskohustus* — liikmesriigi vdi liidu diguses kehtestatud kaitumisstandard, et
hoida &ra litkmesriigi voi liidu Giguse tasandil tunnustatud digushlvede, sealhulgas
elu, kehalise puutumatuse, vara ja pdhidiguste kaitse kahjustamine.

Artikkel 3
Toendite avaldamine ja imberlikatav eeldus nduete taitmata jatmise kohta

1. Liikmesriik tagab, et tema kohtutel on Gigus kas sellise vimaliku hageja taotlusel,
kes on eelnevalt palunud pakkujal, isikul, kelle suhtes kohaldatakse [tehisintellekti
kasitleva digusakti artikli 24 voi artikli 28 16ike 1] kohaselt pakkuja kohustusi, v0i
kasutajal avaldada sellise konkreetse suure riskiga tehisintellektististeemi kohta, mida
kahtlustatakse kahju tekitamises, tema kasutuses olevad asjakohased tdendid, mille
andmisest eelnevalt keelduti, v6i hageja taotlusel nduda nendelt isikutelt, et nad
avaldaksid kdnealused téendid.

Selle ndude pbhjenduseks peab voimalik hageja esitama piisavad faktid ja tdendid,
mis kinnitavad kahju hiivitamise ndude usutavust.

2. Kahju hivitamise ndude raames nuab liikmesriigi kohus 16ikes 1 loetletud isikult
tdendite avaldamist tksnes juhul, kui hageja on teinud kdik proportsionaalsed katsed
saada kostjalt asjakohaseid t6endeid.

3. Liikmesriik tagab, et tema kohtutel on hageja taotluse korral 6igus madrata
erimeetmeid I8ikes 1 nimetatud tGendite sailitamiseks.

4. Liikmesriigi kohus piirdub tbendite avaldamisel sellega, mis on vajalik ja
proportsionaalne vdimaliku ndude voi kahju hiivitamise ndude p&hjendamiseks, ning
séilitamisel sellega, mis on vajalik ja proportsionaalne sellise kahju hivitamise ndude
pbhjendamiseks.

Kui litkmesriigi kohus otsustab, kas tdendite avaldamise voi séilitamise korraldus on
proportsionaalne, votab ta arvesse kdigi poolte, sealhulgas asjaomaste kolmandate
isikute digustatud huve, eelkdige seoses drisaladuste kaitsega direktiivi
(EL) 2016/943 artikli 2 10ike 1 tahenduses ja konfidentsiaalse teabe, nagu teave
avaliku vai riikliku julgeoleku kohta, kaitsega.

Liikmesriik tagab, et kui ndutakse sellise drisaladuse vOi vdidetava &risaladuse
avaldamist, mille kohus on tunnistanud konfidentsiaalseks direktiivi (EL) 2016/943
artikli 9 I6ike 1 tdhenduses, on liikmesriigi kohtutel digus votta poole nduetekohaselt
pohjendatud taotluse korral vdi omal algatusel erimeetmeid, mis on vajalikud
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konfidentsiaalsuse sailitamiseks, kui neid tdendeid kasutatakse vdi neile osutatakse
kohtumenetluses.

Liikmesriik tagab ka, et isikul, kellelt néutakse I6ikes 1 v6i 2 nimetatud tdendite
avaldamist voi sdilitamist, on selliste korralduste jaoks asjakohased menetluslikud
diguskaitsevahendid.

Kui kostja ei tdida kahju huvitamise ndéude raames tehtud liikmesriigi kohtu
korraldust I6ike 1 v6i 2 kohaselt avaldada vOi séilitada tema késutuses olevaid
tdendeid, eeldab liikmesriigi kohus, et kostja ei ole tditnud asjakohast
hoolsuskohustust, eelkdige artikli 4 1digetes 2 v6i 3 osutatud asjaoludel, mida
taotletud tdenditega oli kavas asjaomase kahju hlivitamise ndude puhul tendada.

Kostjal on digus kdnealune eeldus umber liikata.

Artikkel 4
Pdhjusliku seose imberlikatav eeldus stl korral

Kui k&esolevas artiklis satestatud nduetest ei tulene teisiti, eeldab liikmesriigi kohus
kahju hlvitamise ndude suhtes vastutuse eeskirjade kohaldamise korral pdhjuslikku
seost kostja sut ja tehisintellektisusteemi  genereeritud véljundi  vOi
tehisintellektististeemi suutmatuse vahel valjundit genereerida, kui on téidetud kdik
jargmised tingimused:

hageja on téendanud vai kohus on vastavalt artikli 3 I6ikele 5 oletanud, et kostja vdi
isik, kelle tegevuse eest kostja vastutab, on suldi ja see sul seisneb liidu voi
liikmesriigi Oiguses satestatud sellise hoolsuskohustuse téitmata jatmises, mille
eesmark on otseselt kaitsta tekkinud kahju eest;

juhtumi asjaolude pdhjal vdib madistlikult eeldada, et siu on mdjutanud
tehisintellektististeemi genereeritud valjundit voi pdhjustanud tehisintellektististeemi
suutmatuse véljundit genereerida;

hageja on tbBendanud, et tehisintellektisiisteemi genereeritud valjund voi
tehisintellektististeemi suutmatus valjundit genereerida pdhjustas kahju.

Kahju hivitamise ndude korral suure riskiga tehisintellektististeemi pakkuja vastu,
kelle suhtes kohaldatakse [tehisintellekti kasitleva 8igusakti] Ill jaotise 2. ja
3. peatlikis satestatud ndudeid, vOi isiku vastu, kelle suhtes kohaldatakse pakkuja
kohustusi vastavalt [tehisintellekti ké&sitleva Gigusakti artiklile 24 voi artikli 28
I6ikele 1], on I8ike 1 punkti a tingimus tdidetud tiksnes juhul, kui kaebuse esitaja on
tbendanud, et pakkuja vOi kui see on asjakohane, siis isik, kelle suhtes kohaldatakse
pakkuja kohustusi, ei ole taithnud monda kdnealustes peatiikkides satestatud
jargmistest nduetest, vottes arvesse [tehisintellekti kasitleva digusakti artikli 9 ja
artikli 16 punkti a] kohaseid riskijuhtimisstisteemi raames voetud meetmeid ja nende
tulemusi:

(@ tehisintellektisiisteem on siisteem, mis kasutab meetodeid, mis hdlmavad
mudelite treenimist andmetega, ja mis ei ole vélja to6tatud selliste treenimis-,
valideerimis- ja testimisandmestike alusel, mis vastavad [tehisintellekti
kéasitleva digusakti artikli 10 I6igetes 2—4] osutatud kvaliteedikriteeriumidele;

(b) tehisintellektisiisteemi ei projekteeritud ega arendatud viisil, mis vastab
[tehisintellekti kasitleva Gigusakti artiklis 13] satestatud l&bipaistvusnduetele;
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(c) tehisintellektisiisteemi ei projekteeritud ega arendatud viisil, mis vB@imaldab
futsilistel isikutel teha tdhusat jarelevalvet ajal, mil tehisintellektisusteem on
[tehisintellekti kasitleva Gigusakti artikli 14] kohaselt kasutusel;

(d) tehisintellektististeemi ei projekteeritud ega arendatud nii, et selle sihtotstarvet
silmas pidades saavutada [tehisintellekti kasitleva digusakti artikli 15 ja artikli
16 punkti a] kohaselt asjakohane tépsuse, stabiilsuse ja kiberturvalisuse tase,
o]

(e) vajalikke  parandusmeetmeid ei  vOetud  viivitamata, et viia
tehisintellektististeem kooskdlla [tehisintellekti kasitleva digusakti 111 jaotise 2.
peatiikis] satestatud kohustustega vOi vajaduse korral votta ststeem turult
tagasi vOi kutsuda see tagasi vastavalt [tehisintellektiseaduse artikli 16 punktile
g ja artiklile 21].

Kahju havitamise ndude korral suure riskiga tehisintellektislisteemi kasutaja vastu,
kelle suhtes kohaldatakse [tehisintellekti kasitleva digusakti] IlI jaotise 2. ja
3. peatlikis satestatud ndudeid, on I6ike 1 punkti a tingimus taidetud, kui hageja
tdendab, et kasutaja:

(@) ei tditnud oma kohustust kasutada tehisintellektislisteemi vdi seda seirata
kooskdlas lisatud kasutusjuhendiga voi vajaduse korral peatada voi katkestada
selle kasutamine vastavalt [tehisintellekti kasitleva digusakti artiklile 29] voi

(b) lubas tehisintellektislisteemi tema kontrolli all olevad sisendandmed, mis ei ole
[tehisintellekti kasitleva digusakti artikli 29 18ike 3] kohaselt susteemi
sihtotstarbe seisukohast asjakohased.

Suure riskiga tehisintellektististeemiga seotud kahju hivitamise ndude Kkorral ei
kohalda liikmesriigi kohus 18ikes 1 satestatud eeldust, kui kostja tdendab, et hagejal
on l6ikes 1 nimetatud pOhjusliku seose tdendamiseks piisavalt tdendeid ja
eksperditeadmisi.

Kui kahju hlvitamise ndue on seotud tehisintellektislisteemiga, mis ei ole suure
riskiga tehisintellektisiisteem, kohaldab liikmesriigi kohus 10ikes 1 satestatud eeldust
ainult juhul, kui ta leiab, et hagejal on 18ikes 1 nimetatud pdhjuslikku seost Ulemééra
keeruline tdendada.

Kui kahju hlvitamise ndue esitatakse kostja vastu, kes kasutas tehisintellektisisteemi
isikliku, mittekutselise tegevuse kéigus, kohaldatakse 10ikes 1 satestatud eeldust
uksnes juhul, kui kostja sekkus oluliselt tehisintellektistusteemi kditamistingimustesse
vOI kui kostja pidi kindlaks madrama tehisintellektisusteemi kditamise tingimused ja
tal oli voimalik seda teha, kuid ei teinud seda.

Kostjal on digus I6ikes 1 satestatud eeldus Gimber lukata.

Artikkel 5
Hindamine ja sihiparane labivaatamine

Hiljemalt [KRUUPAEV viis aastat parast llevotmisperioodi 16ppu] vaatab komisjon
kaesoleva direktiivi kohaldamise Iabi ning esitab Euroopa Parlamendile, ndukogule
ja Euroopa Majandus- ja Sotsiaalkomiteele aruande, millele on vajaduse korral
lisatud digusakti ettepanek.

Aruandes uuritakse artiklite 3 ja 4 moju k&esoleva direktiiviga taotletavate
eesmarkide saavutamisele. Eelkdige tuleks hinnata mittesiiulise vastutuse normide
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asjakohasust teatavate tehisintellektististeemide kaitajate vastu esitatavate nduete
korral, kui need ei ole juba hélmatud muude liidu vastutusnormidega, ning vajadust
kindlustuskaitse  jarele, vottes samal ajal arvesse tagajargi ja mdju
tehisintellektististeemide levitamisele ja kasutuselevdtule, eelkdige VKEde jaoks.

Komisjon kehtestab I18igete 1 ja 2 kohase aruande koostamiseks seireprogrammi,
millega néhakse ette, kuidas ja milliste ajavahemike jarel andmeid ja muid vajalikke
tdendeid kogutakse. Programmis maéaratakse meetmed, mida komisjon ja
liilkmesriigid peavad votma andmete ja muude tbendite kogumiseks ja
analiisimiseks. Konealuse programmi jaoks edastavad liikmesriigid komisjonile
asjakohased andmed ja tdendid [UlevGtmisperioodi 18pule jargneva teise tdisaasta
31. detsembriks] ja iga jargneva aasta I6puks.

Artikkel 6
Direktiivi (EL) 2020/1828 muutmine

Direktiivi (EL) 2020/1828 | lisasse lisatakse punkt 67:

,07) Euroopa Parlamendi ja ndukogu... direktiiv (EL).../... lepinguvilise tsiviilvastutuse
normide tehisintellektile kohandamise kohta (tehisintellektiga seotud vastutuse direktiiv)
(ELTL .., ..., 1k ..).“

Artikkel 7
Ulevétmine

Liikmesriigid joustavad ké&esoleva direktiivi jargimiseks vajalikud 0Oigus- ja
haldusnormid hiljemalt [kahe aasta mdodudes kéesoleva direktiivi joustumisest]. Nad
edastavad kdnealuste normide teksti viivitamata komisjonile.

Kui liikmesriigid need normid vastu votavad, lisavad nad lisavad nad nende
ametlikul avaldamisel nendesse vOi nende juurde viite k&esolevale direktiivile.
Sellise viitamise viisi ndevad ette lilkmesriigid.

Liikmesriigid edastavad komisjonile k&esoleva direktiiviga reguleeritavas
valdkonnas nende poolt vastu vBetud pdhiliste siseriiklike 6igusnormide teksti.

Artikkel 8
Joéustumine

Ké&esolev direktiiv joustub kahekiimnendal péeval péarast selle avaldamist Euroopa Liidu
Teatajas.

Artikkel 9
Adressaadid

40

Euroopa Parlamendi ja nbukogu 25. novembri 2020. aasta direktiiv (EL) 2020/1828, mis Kkasitleb
tarbijate kollektiivsete huvide kaitsmise esindushagisid ja millega tunnistatakse kehtetuks direktiiv
2009/22/EU (ELT L 409, 4.12.2020, Ik 1).
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Kéesolev direktiiv on adresseeritud litkmesriikidele.

Brissel,
Euroopa Parlamendi nimel Ndukogu nimel
president eesistuja
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