
DECISIONS

COUNCIL DECISION (CFSP) 2022/2269 

of 18 November 2022

on Union support for the implementation of a project ‘Promoting Responsible Innovation in 
Artificial Intelligence for Peace and Security’ 

THE COUNCIL OF THE EUROPEAN UNION,

Having regard to the Treaty on European Union, and in particular Articles 28(1) and 31(1) thereof,

Having regard to the proposal from the High Representative of the Union for Foreign Affairs and Security Policy,

Whereas:

(1) The 2016 ‘Global Strategy for the European Union’s Foreign And Security Policy’ emphasises that the Union will step 
up its contribution to collective security.

(2) The Union’s 2018 Strategy against illicit firearms, small arms and light weapons (SALW) and their ammunition, 
entitled ‘Securing Arms, Protecting Citizens’, noted that the Union will make use of relevant instruments to support 
research and development in the field of reliable and cost-effective technology to secure SALW and their ammunition 
and mitigate the risks of diversion. Furthermore, the Council, in its conclusions on the adoption of that strategy, 
noted the evolved security context, including the threat of terrorism within the Union and developments in SALW 
design and technology affecting the capacity of governments to address that threat.

(3) The Commission’s 2018 Communication entitled ‘Artificial Intelligence for Europe’ notes that the guiding principle 
of all support for research related to artificial intelligence (AI) will be the development of ‘responsible AI’. It further 
notes that, AI being easily tradeable across borders, only global solutions will be sustainable in that domain, and 
that the Union will promote the use of AI, and technologies in general, to help solve global challenges, support the 
implementation of the Paris Climate Agreement and achieve the United Nations (UN) Sustainable Development 
Goals.

(4) The UN Secretary-General noted at the 2019 ‘AI for Good’ Global Summit that if we are to harness the benefits of AI 
and address the risks, we must all work together – governments, industry, academia and civil society – to develop the 
frameworks and systems that enable responsible innovation.

(5) The Union wishes to contribute to the development of ‘responsible AI’, collective security, and the potential to 
benefit from the opportunities AI presents for the achievement of the UN Sustainable Development Goals, as well 
as to address the challenges that AI represents for peace and security.

(6) The Union should support the implementation of a project, ‘Promoting Responsible Innovation in Artificial 
Intelligence for Peace and Security’,

HAS ADOPTED THIS DECISION:

Article 1

1. With a view to the implementation of the ‘Global Strategy for the European Union’s Foreign And Security Policy’, and 
taking into account the Union’s Strategy against illicit firearms, small arms and light weapons and their ammunition 
entitled ‘Securing Arms, Protecting Citizens’ as well as the Commission’s Communication entitled ‘Artificial Intelligence for 
Europe’, the Union shall support the implementation of a project, ‘Promoting Responsible Innovation in Artificial 
Intelligence for Peace and Security’.
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2. The project activities to be supported by the Union shall have the specific objective to support greater engagement of 
the civilian artificial intelligence (AI) community in mitigating the risks that the diversion and misuse of civilian AI research 
and innovation by irresponsible actors may pose to international peace and security, by:

— generating greater understanding of how decisions in the development and diffusion of AI research and innovation can 
impact the risks of diversion and misuse, and in turn generate risk or opportunities for peace and security;

— promoting responsible innovation processes, methods and tools which can help ensure the peaceful application of 
civilian innovations and the responsible dissemination of AI knowledge. To that end, the project will support capacity- 
building, research and engagement activities that: enhance the capacity within the global civilian AI community to 
include and address the peace and security risks presented by the diversion and misuse of civilian AI by irresponsible 
actors through responsible innovation processes; and strengthen the connection between risk mitigation efforts in 
responsible AI in the civilian sphere with those already ongoing in the disarmament, arms control and non- 
proliferation community at an intergovernmental level.

3. The project and the activities referred to in paragraphs 1 and 2 are not intended to establish any new standards, 
principles or regulation, or otherwise enter into areas within the competence of Member States. Instead, the intention is to 
develop civilian responsible innovation efforts to include peace and security risks presented by the diversion and misuse of 
civilian AI by irresponsible actors, and provide education on existing relevant intergovernmental efforts.

4. A detailed description of the project is set out in the Annex.

Article 2

1. The High Representative of the Union for Foreign Affairs and Security Policy (the ‘High Representative’) shall be 
responsible for implementing this Decision.

2. The technical implementation of the project referred to in Article 1 shall be carried out by the United Nations Office 
for Disarmament Affairs (UNODA), supported by the Stockholm International Peace Research Institute (SIPRI).

3. UNODA, supported by SIPRI, shall perform its tasks under the responsibility of the High Representative. For that 
purpose, the High Representative shall enter into the necessary arrangements with UNODA and SIPRI.

Article 3

1. The financial reference amount for the implementation of the project financed by the Union referred to in Article 1 
shall be EUR 1 782 285,71.

2. The expenditure financed by the reference amount set out in paragraph 1 shall be managed in accordance with the 
procedures and rules applicable to the Union’s budget.

3. The Commission shall supervise the proper management of the expenditure financed by the reference amount set out 
in paragraph 1. For that purpose, it shall conclude a contribution agreement with UNODA. That contribution agreement 
shall stipulate that UNODA is to ensure the visibility of the Union’s contribution, appropriate to its size.

4. The Commission shall endeavour to conclude the contribution agreement referred to in paragraph 3 as soon as 
possible after the entry into force of this Decision. It shall inform the Council of any difficulties in that process and of the 
date of the conclusion of that agreement.
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Article 4

1. The High Representative shall report to the Council on the implementation of this Decision on the basis of quarterly 
joint reports by UNODA and SIPRI. Those reports shall form the basis for the evaluation carried out by the Council.

2. The Commission shall provide information on the financial aspects of the implementation of the project referred to 
in Article 1.

Article 5

This Decision shall enter into force on the date of its adoption.

It shall expire 36 months after the conclusion of the contribution agreement referred to in Article 3(3). However, this 
Decision shall expire six months after the date of its entry into force if no such agreement has been concluded within that 
period.

Done at Brussels, 18 November 2022.

For the Council
The President

M. BEK
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ANNEX 

PROJECT DOCUMENT 

Promoting Responsible Innovation in AI for Peace and Security 

1. BACKGROUND

Recent advances in artificial intelligence (AI) have unlocked new possibilities to support and sustain peace and security, for 
instance, through technological improvements in areas such as conflict early warning, and arms and export control 
verification. On the other hand, these advances have enabled new means to generate—or aggravate—tensions, conflicts 
and insecurity between and within states. The risks posed by certain applications of AI, such as lethal autonomous 
weapons systems, have emerged as a major issue of concern for the arms control community. One risk pathway that 
deserves greater attention, and which current arms control and diplomatic efforts may be insufficient in responding to, is 
the diversion and misuse of civilian AI research and innovation by irresponsible actors, including malicious non-state 
actors, such as the misuse of Generative Adversarial Networks (GAN) to produce ‘deepfakes’ for disinformation campaigns.

AI is an enabling technology with great general-use potential. AI research and innovation that are developed for civilian 
applications could be (relatively easily) accessed and repurposed by certain actors for harmful or disruptive uses that could 
have implications for international peace and security. The diversion and misuse of civilian technology are not new 
phenomena nor are they unique to AI. In the related field of robotics, this was recently exemplified by the weaponization 
and use of recreational drones by Daesh/ISIS in Syria. But in the case of AI, the problem is complicated by multiple factors: 
the intangible and fast-changing nature of AI algorithms and data, which makes the transfer/proliferation of these difficult 
to control; the leading role of the private sector in the research, development and innovation ecosystem, and its 
consequent need to protect proprietary algorithms; and the global availability of the human expertise and material 
resources capable of repurposing AI technologies. Meanwhile, those working in AI in the civilian sector remain too often 
unaware of the potential implications that the diversion and misuse of their work could have for international peace and 
security or are hesitant to take part in the existing discussions on AI risks in arms control and non-proliferation circles.

There is a need to support greater engagement of the civilian AI community in understanding and mitigating the peace and 
security risks associated with the diversion and misuse of civilian AI technology by irresponsible actors. For the Stockholm 
International Peace Research Institute (SIPRI) and the United Nations Office for Disarmament Affairs (UNODA), this could 
be achieved through greater promotion of responsible innovation in the global civilian AI community. Past work by SIPRI 
and UNODA has shown that responsible innovation, as a self-governance mechanism, could provide the global civilian AI 
community with practical tools and methods to identify as well as help prevent and mitigate the risks that the diversion 
and misuse of civilian AI research and innovation could pose to peace and security. SIPRI’s and UNODA’s work also 
identified methodologies and several ongoing civilian-focused initiatives on responsible AI that could be built on to 
sensitize the civilian AI community to arms control and non-proliferation issues, expert debates and state positions on 
responsible development, diffusion, and use of AI, as well as lessons to be learned from defence sector responsibility 
work. (1) Critically, this prior work has clearly identified engagement with Science, Technology, Engineering and 
Mathematics (STEM) students, who are still engaging with AI in an educational format, as central to any effective 
responsible innovation effort.

2. OBJECTIVES

These projects aim to support greater engagement of the civilian AI community in mitigating the risks that the diversion 
and misuse of civilian AI research and innovation by irresponsible actors may pose to international peace and security. 
They aim to do so by, firstly, generating greater understanding of how decisions in the development and diffusion of AI 
research and innovation can impact the risks of diversion and misuse, and in turn generate risk or opportunities for peace 
and security, and secondly, by promoting responsible innovation processes, methods and tools which can help ensure the 
peaceful application of civilian innovations and the responsible dissemination of AI knowledge. To this end, they support 
capacity-building, research and engagement activities that will i) enhance the capacity within the global civilian AI 
community to include and address the peace and security risks presented by the diversion and misuse of civilian AI by 
irresponsible actors through responsible innovation processes; and ii) strengthen the connection between risk mitigation 

(1) Methodologies include for instance the Institute of Electrical and Electronics Engineers (IEEE) recommended practices for assessing the 
impact of autonomous and intelligent systems on human well-being (IEEE Std 7010-2020), The High-Level Expert Group on Artificial 
Intelligence’ Assessment list for Trustworthy Artificial Intelligence (ALTAI). Initiatives include: The IEEE The global initiative on ethics 
for autonomous and intelligent systems; the Partnership on AI; the Global Partnership on AI.
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efforts in responsible AI in the civilian sphere with those already ongoing in the disarmament, arms control and non- 
proliferation community at an intergovernmental level. Crucially, they do not intend to establish any new standards, 
principles, or regulation, or otherwise step into areas within the competence of States. Instead, they intend to develop 
civilian responsible innovation efforts to include peace and security risks presented by the diversion and misuse of civilian 
AI by irresponsible actors, and provide education on existing relevant intergovernmental efforts.

To effectively reach and impact the civilian AI community, the projects deploy a three-pronged approach, seeking to

(a) engage with educators – work with selected educators and developers of academic curricula on the development and 
promotion of educational materials that can be used to mainstream consideration of the peace and security risks that 
flow from the diversion and misuse of civilian AI research and innovation by irresponsible actors in the training of 
future AI practitioners (e.g. in courses on AI ethics and responsible innovation);

(b) engage with students – introduce selected Science, Technology, Engineering and Mathematics (STEM) students from around 
the world to how the peace and security risks posed by the diversion and misuse of civilian AI development by 
irresponsible actors may be identified, prevented or mitigated in the research and innovation process or through other 
governance processes; and

(c) engage with the AI industry – work with professional associations and standards bodies like the Institute of Electrical and 
Electronics Engineers (IEEE) to i) disseminate tailored education materials and engagement activities to technical 
professionals; ii) support positive uses of AI for peace and security; and iii) facilitate dialogue and information sharing 
between experts from academia, the private sector and government on how the risk of the diversion and misuse of 
civilian AI research and innovation by irresponsible actors can be mitigated.

Such an approach allows the projects to reach the AI community at all levels, including not only current practitioners but 
also future generations. It also enables engagement across academic, industry and other silos, and supports the 
sustainability of future efforts by establishing networks that cross these boundaries.

The projects also seek to employ the convening power and experience of SIPRI and UNODA to impact the AI community 
globally, not just EU stakeholders. SIPRI and UNODA are uniquely positioned to reach and facilitate engagement between 
AI actors from across Africa, Asia-Pacific, Europe, and North and South America. Both entities also have experience 
working in other fields of science and technology facing similar challenges of dual use and proliferation, including 
biotechnology. The projects also seek to take advantage of conditions present within the European Union, such as a) the 
existence of advanced multi-stakeholder processes on responsible AI; b) the high level of engagement in, and expertise on, 
disarmament, arms control and non-proliferation issues in the EU; c) the diversity of connections that academic, research 
and private sector organizations in the EU have with other regions, notably in the Global South, which will also be a major 
target for engagement; and d) the diversity of nationalities of students, educators, and engineers in universities, research 
institutions and the private sector.

Inclusion will be a core consideration for the conduct of the projects’ activities. To effectively support the AI community, 
the projects recognize that the AI community consists of a diverse array of actors, and in particular that

(a) gender is a highly relevant factor. For this reason, gender will be mainstreamed in line with the UN system-wide gender 
mainstreaming and parity strategies. Participation of women in all activities under the project will be encouraged and 
required; and

(b) inclusion of persons with disabilities and the reasonable accommodation of needs will be carried out throughout. This 
will include the addressing of obstacles to the participation of persons with disabilities as well as ensuring that steps are 
taken to engage with and facilitate the representation of the substantive views and experiences of persons with 
disabilities.
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3. PROJECTS

The three projects described below are intended to be complementary and mutually supporting, with elements running 
throughout the 36 months.

3.1. Project 1 – Production of education and capacity-building material for the civilian AI community

3.1.1. Project purpose

Project 1 focuses on providing the knowledge and means for civilian AI actors to evaluate and mitigate the risks that the 
diversion and misuse of civilian AI research and innovation by irresponsible actors may pose to international peace and 
security. It aims to produce education and capacity-building material that will provide AI practitioners from all regions, 
levels and sectors (including AI-focused educators, curriculum developers, STEM students and AI engineers and researchers 
in academia and the private sector) with the information and tools necessary to

(a) understand how civilian AI research and innovation could be diverted and misused in ways that could present risks to 
international peace and security and how decisions in the development and diffusion of research and innovation can 
increase or decrease the risk of diversion and misuse;

(b) understand the efforts already engaged in by the disarmament, arms control and non-proliferation community to 
mitigate the risks of the diversion and misuse of civilian research and innovation; and

(c) practice responsible innovation in a way that mitigates the risk of diversion and misuse in the development and 
diffusion of research and innovation.

3.1.2. Project description

This project will produce three separate sets of education and capacity-building materials.

(a) Handbook (1) – The handbook will compile basic knowledge and means for AI actors to evaluate and mitigate, in the 
research and innovation process, the risks of the diversion and misuse of civilian AI technology by irresponsible 
actors. It will discuss why and how decisions around the development and diffusion of research and innovation can 
impact the risks of diversion and misuse, and in turn generate risks or opportunities for peace and security. It will also 
introduce relevant international law and export control obligations in addition to safety and security considerations 
under discussion in military as well as disarmament, arms control, and non-proliferation circles; and present example 
processes and tools to practice responsible innovation, such as technology impact assessment methodologies and risk- 
assessment templates.

(b) Podcast series (~10) – These podcasts will act as an accessible and engaging medium for AI actors to learn about why and 
how responsible AI innovation processes can support international peace and security through the mitigation of risks 
presented by diversion and misuse from irresponsible actors. The series will review important themes (e.g., the pattern 
of diversion and misuse of dual/general-use research and innovation; humanitarian, strategic, and political challenges 
associated with the potential misuse of civilian AI research innovation; challenges that disarmament, arms control, and 
non-proliferation circles face in risk-mitigation efforts; how to do responsible innovation through risk assessment; 
export control compliance; risk reduction by design; responsible publishing; knowing your customers; and experience 
of tabletop exercises) and will be structured around interviews that the project team will conduct with representatives 
from relevant communities.

(c) Blog series (9-10) – The team will develop a curated blog post series aimed at raising the profile of efforts that try to cross 
boundaries between the civilian-focused ‘responsible AI’ and arms control and non-proliferation communities. The 
blog series will provide a platform to disseminate insights, ideas and solutions regarding the identification and 
addressing of risks associated with the diversion, and misuse of civilian AI in the research and innovation process. The 
blog will seek to represent the diversity of thought and perspectives present in the AI sector.

These materials will be disseminated publicly through the websites of the implementing actors, their social media presence, 
and through direct communication with relevant academic entities, civilian AI professional associations and other 
appropriate groups.
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3.1.3. Expected results of the project

This project is expected to establish a new set of materials by which civilian AI practitioners can become sensitized to a) 
how civilian AI research and innovation could be diverted and misused in ways that may present risks to international 
peace and security, b) how such risks are being addressed by the disarmament, arms control, and non-proliferation 
community, and c) how AI practitioners could further contribute to the mitigation of such risks through responsible 
innovation processes.

This is expected to advance the engagement of the civilian AI sector in mitigating the risks that the diversion and misuse of 
civilian AI may pose to international peace and security; improve the capacity of technical practitioners to engage with 
relevant processes in disarmament, arms control, and non-proliferation community as well as support the engagement of 
new audiences not traditionally included in disarmament and non-proliferation education efforts.

The material is also expected to support the implementation of the other projects and will serve as a basis for the 
educational and capacity-building activities in Project 2 as well as dialogue and engagement activities in Project 3. These 
activities are expected in turn to feed back into the production and refinement of the material. Such an iterative approach 
is expected to help address potential obstacles to their promotion, diffusion and use within the AI community, including 
issues related to language, content, context and availability, which could preclude their impact at the global level, 
particularly in the Global South.

3.2. Project 2 – Education and capacity-building activities for future AI practitioners

3.2.1. Project purpose

The purpose of Project 2 is to support the integration of the problem of the diversion and misuse of civilian AI research by 
irresponsible actors in the education of future generations of AI practitioners. In the long term, this will ensure that the 
Science, Technology, Engineering and Mathematics (STEM) students shaping the future of AI are aware of the negative 
impacts that the diversion and misuse of their work by irresponsible actors could have on international peace and security 
and that they will have the basic tools necessary to identify and mitigate such a risk in the research and innovation process.

This project will conduct a series of educational and capacity-building workshops with educators and students in 
collaboration with selected international universities and industry actors. The project thereby seeks to develop capacity- 
building activities that educators and developers of academic curricula could use to include in the training of future AI 
practitioners (e.g. courses on AI ethics and responsible innovation) and considerations for the risks of diversion and 
misuse of civilian AI research and innovation by irresponsible actors and connect those to the larger peace and security 
context. Through these workshops, the project will also seek to identify a network of interested educators, curriculum 
developers and students who would support the dissemination and promotion of the project education material and 
capacity-building activities in the AI education community and AI practitioner community. This networking component 
seeks to ensure the sustainability of the projects beyond their immediate duration and to enable the building of stronger 
links in support of civilian technical engagement towards larger peace, security, disarmament and arms control goals.

3.2.2. Project description

This project will conduct a series of educational and capacity-building workshops with educators and students from 
selected universities from around the world. These would consist of a mix of lectures and interactive activities that will 
provide educators and students with opportunities to reflect on how civilian AI research and innovation could be diverted 
and misused in ways that may present risks to international peace and security and how on such risks can be identified, 
prevented or mitigated in the research and innovation process, or through other governance processes. These activities will 
build on prior smaller-scale pilot work carried out by UNODA which experimented with methods to engage with and 
sensitize STEM students to the importance of considering the wider impact of their work as well as engage with expertise 
outside of their home fields. Concretely, these would consist of

(a) regional capacity-building workshops for educators and students (4) – the regional workshops will conduct and promote activities 
that educators can use to build STEM students’ capacity in responsible AI innovation with a particular focus on how to 
evaluate and mitigate the risks of the diversion and misuse of civilian AI technology by irresponsible actors. Each 
workshop will be organized with an EU-based university and a high-profile university from a different global region, 
thereby always connecting a diverse set of EU based participants with a diverse set based outside of the EU. The 
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workshops will then cover Latin America and the Caribbean, North America, Africa and Asia & the Pacific. This will 
allow the participation of students (at the master’s and PhD levels) from across the world, including from the Global 
South. The workshop would be conducted primarily in English, but where feasible, participants would be provided 
with the opportunity to engage in activities based on alternative language groupings; and

(b) international workshop on sustainable capacity building (1) – the workshop will draw on lessons learned from the regional 
workshops and facilitate the exchange of information and experiences between educators and selected students from 
the universities involved in the project. The workshop would discuss how to refine the activities and tools elaborated 
over the course of the project, and disseminate them beyond the group of participating universities. It will also discuss 
how to support the engagement of students in responsible AI that addresses diversion and misuse risks for 
international peace and security once they have entered the workforce.

SIPRI’s and UNODA’s networks and presence in Africa, Asia-Pacific, Europe, North and South America will be used to 
facilitate and support aspects of the activities as appropriate.

3.2.3. Expected results of the project

The project is expected to create models of capacity building and engagement activities that educators and developers of 
academic curricula could replicate to sensitize future AI practitioners to the problems of the diversion and misuse of 
civilian AI by irresponsible actors and how they can help mitigate these problems through responsible innovation 
processes. After completing the project activities, the participants (educators, but also STEM students) will be expected to 
be able to use and promote responsible innovation tools, methods and concepts to identify and mitigate the risks of 
diversion and misuse in the development and diffusion of civilian AI research and innovation.

The project activities are also expected to generate a network of educators, curriculum developers and students who would 
not only promote the project activities within the AI education and professional communities (e.g. during conferences of 
the IEEE Computational Intelligence Society) but also be available to contribute with technical capacity to state-led 
international governance processes (e.g. the Convention on Certain Conventional Weapons’ process on emerging 
technologies in the area of Lethal Autonomous Weapons Systems).

The short- and long-term value of these activities will be demonstrated through pre and post activity surveys.

3.3. Project 3 – Facilitating the longer-term sustainable development, dissemination, and impact of responsible innovation in 
AI for peace and security

3.3.1. Project purpose

The purpose of Project 3 is to facilitate the longer-term sustainable development, dissemination and impact of responsible 
innovation in AI as a means of mitigating the risks that the diversion and misuse of civilian AI research and innovation 
may pose to peace and security. It aims to do so through roundtables with the AI industry, multi-stakeholder dialogues, the 
creation of a public report, and targeted dissemination activities. The project aims to ensure that the work generated, 
particularly the education, capacity-building and engagement activities, reaches and impacts the AI community at large, at 
all levels (from students to engineers and other AI professionals) and across geographical, sectorial, and other boundaries. 
To increase the possibility to make a broad and deep impact, it is essential to cooperate with professional organizations in 
this space, such as the IEEE, and conduct multi-dimensional engagements across academia, industry and other silos. Such 
efforts will give the opportunity to interested representatives from different AI communities to take ownership of the 
problem and provide their own views about how risk-mitigation efforts may be carried out and promoted sustainably 
within and across the global AI community. It is also important for the long-term value of the project to states, 
intergovernmental organizations and others that AI practitioners can learn from and engage with governmental experts 
engaged in risk mitigation in the disarmament, arms control and non-proliferation context. It is also critical for 
sustainability to ensure that the insights generated through the engagement activities are analysed, consolidated and 
disseminated appropriately.
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3.3.2. Project description

This project consists of these key strands:

(a) multi-stakeholder dialogues on ‘responsible AI innovation for peace and security’ (Up to 9) – this series of virtual dialogue meetings 
would bring together experts from academia, research, the private sector, and traditional arms control from the EU 
and beyond to discuss

i. technological trends that may generate diffusion, diversion and misuse risks with impacts for international peace 
and security;

ii. how to engage in risk mitigation through responsible innovation processes, methods and means, and opportunities 
and challenges for dialogue and knowledge sharing between stakeholder communities, including those operating in 
other sectors such as the biological and chemical industries; and

iii. the potential value, purpose, and format of a self-sustaining network of experts and dialogue activities. The expert 
group will meet several times per year and work towards the organization of two public events for the wider 
community.

Of the nine virtual meetings, two are intended to be open to the public, in order to facilitate broader consultation.

(b) private sector roundtables (Up to 6) – this series of virtual roundtables will initiate a dialogue with actors working with 
responsible AI innovation processes in the private sector (e.g. Partnership on AI) as to how they can contribute to 
minimizing the risks of the diversion and misuse of civilian AI technologies by irresponsible actors, as well as explore 
possible incentives within private sector development for doing so. Topics will include

i. the relevance of the international security and disarmament context for the private sector;

ii. the legal environment(s) in which AI development, deployment and operation exists around the world;

iii. how to build on risk-assessment mechanisms and other measures that are part of, or could be integrated into, 
responsible innovation processes and corporate compliance programmes; and

iv. lessons to be learned from other industries, processes and frameworks relating to arms control (e.g. biological, and 
chemical industries).

(c) report on AI community perspectives on arms control and risk mitigation in AI, targeted at AI and arms control communities (1) – the 
development of this report will capture and consolidate the findings and recommendations of the project into a single 
reference document aimed at both the civilian-responsible AI and the arms control communities. The report would 
discuss how international peace and security risks associated with the diversion and misuse of civilian AI research and 
innovation can be identified, evaluated and addressed.

(d) dissemination events targeted at consultation and engagement with AI and arms control communities (tbd) – the team will seek 
opportunities to communicate the work and its findings and recommendations throughout the project. The format of 
the events and content of the presentations would be tailored to the needs of the target groups. These may include 
meetings of CONOP, the European AI Alliance Assembly; the Group of Governmental Experts on emerging 
technologies in the area of Lethal Autonomous Weapon Systems; the Inter-Agency Working Group on AI 
(IAWG-AI); ITU’s initiative AI for Good; UNIDIR’s Annual Innovation Dialogue; and the Institute of Electrical and 
Electronics Engineers. The team would also seek to engage bilaterally with relevant stakeholders from government, 
academia and the private sector.

3.3.3. Expected results of the project

This project is expected to set the foundations for the sustainable development, dissemination and impact of the responsible 
innovation of AI processes addressing diffusion, diversion and misuse risks and their implications for peace and security 
beyond the immediate duration of the council decision.
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The multi-stakeholder dialogue is expected to provide a model for information sharing and collaboration on risk mitigation 
not only within the global AI community but also between the civilian-responsible AI community and the disarmament, 
arms control, and non-proliferation communities. Such a model could be used to familiarize policy makers with key 
technological and scientific advances relevant to the responsible innovation of AI and also familiarize technical audiences 
with the environment in which policy makers are currently engaging. The project is expected to facilitate sustainable 
relationships and engagement between interested actors within and across these different communities. Such heterogenous 
network effects are expected to enable the greater development and widespread promotion of the responsible innovation of 
AI for peace and security beyond the timeframe of the project.

The private sector dialogue is expected to enable greater and deeper engagement of the AI private sector in the 
identification, prevention and mitigation of the peace and security risks stemming from the diversion and misuse of 
civilian AI research and innovation. The project is expected to give key actors in private sector processes greater 
understanding and ownership of the problems it seeks to address. In addition, it aims to facilitate the (wider) adoption and 
implementation of responsible innovation processes, methods and means in existing corporate risk management 
mechanisms and procedures.

The multi-stakeholder dialogue and the private sector roundtable are also expected to generate insights on a number of 
substantial issues, including a) how responsible innovation methods and means can be further refined and deployed to 
identify, prevent and mitigate risks posed by the diversion and misuse of civilian AI research and innovation; b) how AI 
research and innovation can be used positively to support peace and security objectives (e.g. applications for conflict early 
warning and humanitarian assistance); and c) how to facilitate greater dialogue and information sharing between risk 
mitigation efforts undertaken in the civilian-responsible AI community (i.e. various IEEE-led initiatives) with those already 
ongoing in the disarmament, arms control and non-proliferation community at an intergovernmental level.

The report and dissemination activities will analyse, consolidate and disseminate insights generated through Projects 1, 2 
and 3, and thus support the promotion of the findings and recommendations of the project activities within the global AI 
community, as well as within the policy community. They are also expected to help ensure sustainability of impact beyond 
the timeframe of the projects.

4. DURATION

The total estimated duration of the projects’ implementation is 36 months.
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